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Abstract. Device tracking is an important prerequisite for guidance
during endovascular procedures. Especially during cardiac interventions,
detection and tracking of guiding the catheter tip in 2D fluoroscopic
images is important for applications such as mapping vessels from an-
giography (high dose with contrast) to fluoroscopy (low dose without
contrast). Tracking the catheter tip poses different challenges: the tip
can be occluded by contrast during angiography or interventional de-
vices; and it is always in continuous movement due to the cardiac and
respiratory motions. To overcome these challenges, we propose ConTrack,
a transformer-based network that uses both spatial and temporal con-
textual information for accurate device detection and tracking in both
X-ray fluoroscopy and angiography. The spatial information comes from
the template frames and the segmentation module: the template frames
define the surroundings of the device, whereas the segmentation module
detects the entire device to bring more context for the tip prediction.
Using multiple templates makes the model more robust to the change in
appearance of the device when it is occluded by the contrast agent. The
flow information computed on the segmented catheter mask between the
current and the previous frame helps in further refining the prediction by
compensating for the respiratory and cardiac motions. The experiments
show that our method achieves 45% or higher accuracy in detection and
tracking when compared to state-of-the-art tracking models.
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1 Introduction

Tracking of interventional devices plays an important role in aiding surgeons
during catheterized interventions such as percutaneous coronary interventions
(PCI), cardiac electrophysiology (EP), or trans arterial chemoembolization (TACE).
In cardiac image-guided interventions, surgeons can benefit from visual guidance
provided by mapping vessel information from angiography (Fig. to fluo-
roscopy (Fig. @, for which the catheter tip is used as an anchor point
representing the root of the vessel tree structure. This visual feedback helps in
reducing the contrast usage [7] for visualizing the vascular structures and it can
also aid in effective placements of stents or balloons.
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Fig. 1: Example frames from X-ray sequences showing the catheter tip: (a) Flu-
oroscopy image; (b) Angiographic image with injected contrast medium; (c)
Angiographic image with sternum wires. Tracking the tip in angiography is chal-
lenging due to occlusion from surrounding vessels and interferring devices.

Recently, deep learning-based siamese networks have been proposed for medi-
cal device tracking . These networks achieve high frame rate tracking, but
are limited by their online adaptability to changes in target’s appearance as
they only use spatial information. Cycle Ynet uses the cycle consistency of
a sequence and relies on a semi-supervised learning approach by doing a for-
ward and a backward tracking. In practice, this method suffers from drifting
for long sequences and cannot recover from misdetections because of the single
template usage. The closest work related ours is @, they use a convolutional
neural network (CNN) followed by particle filtering as a post processing step.
The drawback of this method is that, it does not compensate for the cardiac and
respiratory motions as there is no explicit motion model for capturing temporal
information. A similar method adds a graph convolutional neural network for
aggregating both spatial information and appearance features to provide a
more accurate tracking but its effectiveness is limited by its vulnerability to ap-
pearance changes and occlusion resulting from detection techniques. Optical flow
based network architectures [8] utilize keypoint tracking throughout the entire
sequence to estimate the motion of the whole image. However, such approaches
are not adapted for tracking a single point, such as a catheter tip.

For general computer vision applications, transformer @ based-trackers have
achieved state-of- the-art performance . Initially proposed for natural
language processing (NLP), Transformers learn the dependencies between el-
ements in a sequence, making it intrinsically well suited at capturing global
information. Thus, our proposed model consists of a transformer encoder that
helps in capturing the underlying relationship between template and search im-
age using self and cross attentions, followed by multiple transformer decoders to
accurately track the catheter tip.

To overcome the limitations of existing works, we propose a generic, end-to-
end model for target object tracking with both spatial and temporal context.
Multiple template images (containing the target) and a search image (where we
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would identify the target location, usually the current frame) are input to the
system. The system first passes them through a feature encoding network to
encode them into the same feature space. Next, the features of template and
search are fused together by a fusion network, i.e., a vision transformer. The fu-
sion model builds complete associations between the template feature and search
feature and identifies the features of the highest association. The fused features
are then used for target (catheter tip) and context prediction (catheter body).
While this module learns to perform these two tasks together, spatial context
information is offered implicitly to provide guidance to the target detection. In
addition to the spatial context, the proposed framework also leverages the tem-
poral context information which is generated using a motion flow network. This
temporal information helps in further refining the target location.

Our main contributions are as follows: 1) Proposed network consists of seg-
mentation branch that provides spatial context for accurate tip prediction; 2)
Temporal information is provided by computing the optical flow between ad-
jacent frames that helps in refining the prediction; 3) We incorporate dynamic
templates to make the model robust to appearance changes along with the ini-
tial template frame that helps in recovery in case of any misdetection; 4) To the
best of our knowledge, this is the first transformer-based tracker for real-time
device tracking in medical applications; 5) We conduct numerical experiments
and demonstrate the effectiveness of the proposed model in comparison to other
state-of-the-art tracking models.
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Fig. 2: Proposed ConTrack architecture: (a) Transformer feature fusion back-
bone: ResNet-50 for feature extraction followed by a transformer encoder / de-
coder; (b) Prediction head for catheter tip (heatmap) and catheter body seg-
mentation (mask segmentation); (c¢) Flow refinement: use prediction on previous
frame to refine the tip detection.



4 M. Demoustier et al.

2 Methodology

Given a sequence of consecutive X-ray images {I;}{-, and an initial location of
the target catheter tip o = (uo, vp), our goal is to track the location of the target
x¢ = (ug,v¢) at any time ¢, ¢ > 0. The proposed model framework is summarized
in Fig.[2] It consists of two stages, target localization stage and motion refinement
stage. First, given a selective set of template image patches and the search image,
we leverage the CNN-transformer architecture to jointly localize the target and
segment the neighboring context, i.e., body of the catheter. Next, we estimate
the context motion via optical flow on the catheter body segmentation between
neighboring frames and use this to refine the detected target location. We detail
these two stages in the following subsections.

2.1 Target localization with multi-template feature fusion

To identify the target in the search frame, existing approaches build a correla-
tion map between the template and search features. Limited by definition, the
template is a single image, either static or from the last frame tracked result.
A transformer naturally extends the bipartite relation between template and
search images to complete feature associations which allow us to use multiple
templates. This improves model robustness against suboptimal template selec-
tion which can be caused by target appearance changes or occlusion.

Feature fusion with multi-head attention. In the encoding stage, given
a set of template image patches centered around the target {T};}tcn and cur-
rent frame [, as the search image, we aim to determine the target location by
fusing information from multiple templates. H is the set containing historically
selected frames for templates. This can be naturally accomplished by multi-head
attention (MHA). Specifically, let us denote the ResNet encoder by 6, given the
feature map of the search image 6(I,) € RC>*Hs*Ws "and the feature maps of the
templates {0(T;)}}, we use 1x1 convolutions to project and flatten them into
d—dimensional vector query, key and value embedding, ¢s, ks, vs for the search
image features and {qs}, {ks;}, {vs;} for templates features respectively. The
attention is based on the concatenated vectors,

T

Attention(Q, K, V) := softmax(QK

Vd

where @ = Concat(gs, ¢t1,Gt2, -, Gtn), K = Concat(ks, ki1, k2, .o, ktn), V =
Concat(vs, Ve1, Vt2, ..., Uy ). The definition of MHA then follows [9].

Joint target localization and context segmentation. In the decoding
stage, we follow [12] and adjust the transformer decoder to a multi-task setting.
As the catheter tip represents a sparse object in the image, solely detecting it
suffers from class imbalance issue. To guide the catheter tip tracking with spatial
information, we incorporate additional contextual information by simultaneously
segmenting the catheter body in the same frame. Specifically, two object queries
(e1,e2) are employed in the decoder, where e; defines the position of the catheter

Wi (1)
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tip, and es defines the mask of the catheter body. As is illustrated in Fig. [2[ (b),
we first calculate similarity scores between decoder and the encoder output via
dot product. We then use element-wise product between the similarity scores and
the encoder features to promote regions with high similarity. After reshaping the
processed features to d x Hy X Wy, an encoder-decoder structured 6-layer FCN
is attached to process the features to probability maps with the same size as
the search image. A combination of the binary cross-entropy and the dice loss is
then used,

L :AZceLbCG(G('r’L; ,U, U)) jf) + AgzceLdlce(G(l‘l; u7 U)? j:f)_'_
AMee Lvce (M, ;) + Ai e Laice (M, M),

(2)

where x;, m; represent the ground truth annotation of the catheter tip and
mask, &, 1} are predictions respectively. Here we use sup-script “s” to denote
the predictions from this spatial stage. G(x;;p,0) = exp(—||z; — pl|?/o?) is
the smoothing function that transfers dot location of x; to probability map.

beer Mice € R are hyperparameters that are empirically optimized.

2.2 Localization refinement with context flow

In interventional procedures, one common challenge for visual tracking comes
from occlusion. This can be caused by injected contrast medium (in the angio-
graphic image) or interferring devices such as sternal wires, stent and additional
guiding catheters. If the target is occluded in the search image, using only spatial
information for localization is inadequate. To address this challenge, we impose
a motion prior of the target to further refine the tracked location. As the target
is a sparse object, this is done via optical flow estimation of the context.

Context flow estimation. Obtaining ground truth optical flow in real world
data is a challenging task and may require additional hardware such as motion
sensors. As such, training a model for optical flow estimation directly in the image
space is difficult. Instead, we propose to estimate the flow in the segmentation
space, i.e., on the predicted heatmaps of the catheter body between neighboring
frames. We use the RAFT [8] model for this task. Specifically, given the predicted
segmentation maps m;_; and m;, we first use a 6-block ResNet encoder gy to
extract the features gg(mi_1),ge(m;) € RHE*WsxDs Then we construct the
correlation volume pyramid {C;}3_,, where

C; = AvgPool(corr(gg(m_1), go(my)), stride = 2°). (3)

Here corr(gg(mi—_1), ge(my)) € REs>WixHixWs gtands for correlation evalua-
tion:
Dy
corr(go(mi—1), go(m))ijrr = Y _ go(me—1)ijn - 9o (ma)kan, (4)
h=1
which can be computed via matrix multiplication. Starting with an initial flow
fo = 0, we follow the same model setup as [8] to recurrently refine the flow
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estimates to fr = fr—1 + Af with a gated recurrent unit (GRU) and a delta
flow prediction head of 2 convolutional layers. Given the tracked tip result from
the previous frame Z;_1, we can then predict the new tip location at time ¢ by
warpping with the context flow Li'{ = f*(#;_1). Here we use sup-script “f” to
denote the prediction by flow warpping.

We note here that since the segmentations of the catheter body are sparse
objects compared to the entire image, computation of the correlation volume
and subsequent updates can be restricted to a cropped sub-image which reduces
computation cost and flow inference time. As the flow estimation is performed on
the segmentation map, one can simply generate synthetic flows and warp them
with the existing catheter body annotation to generate data for model training.

Refinement with combined spatial-temporal prediction. Finally, we
generate a score map with combined information from the spatial localization
stage and the temporal prediction by context flow,

St(u,v) = (5)

(c 1725 (u, 0)) (5 (u, 0) + 2] (u, 0)) 1725 (u,0) > 0,
23 (u,v) + & (u, v) otherwise.

Here « is a positive scalar. It helps the score map to promote coordinates
that are activated jointly on both the spatial prediction #; and the temporal
prediction i{ . Finally, we forward the score map through a refinement module
to finalize the prediction. The refinement module consists of a stack of 3 con-
volutional layers. Similar to the spatial localization stage, a combination of the
binary cross-entropy and the dice loss is used as the final loss.

3 Experiments and Results

Dataset. Our study uses an internal dataset of X-ray sequences captured during
percutaneous coronary intervention procedures, featuring a field of view display-
ing the catheter within the patient’s heart. The test dataset is divided into
two primary categories: fluoroscopic and angiographic sequences. Fluoroscopic
sequences are real-time videos of internal movements captured by low-dose X-
rays without radiopaque substances, while angiographic sequences display blood
vessels in real-time after the introduction of radiopaque substances.

We further separate the test dataset into a third category, “devices”, pre-
senting a unique challenge for both fluoroscopic and angiographic sequences. In
these cases, devices such as wires can obscure the catheter tip and have a similar
appearance to the catheter, making tracking more challenging.

The dataset includes frames annotated with the coordinates of the catheter
tip and, in some cases, a catheter body mask annotation. For training and val-
idation, we use 2,314 sequences consisting of 198,993 frames, of which 44,957
are annotated. As the model training only requires image pairs, i.e.templates
and search images, in order to reduce annotation effort, a nonadjacent subset of
frames in each sequence is annotated. Their neighboring unannotated frames are
also used to provide flow estimation, as is shown in Fig. c). For testing, we use
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219 sequences consisting of 17,988 frames, all annotated. The test dataset split
is as follows: Fluoro (i.e., fluoroscopy), consisting of 94 sequences, 8,494 frames,
from 82 patients; Angio (i.e., angiography), consisting of 101 sequences, 6,904
frames, from 81 patients; and devices, consisting of 24 sequences, 2,593 frames,
from 10 patients. All frames undergo a preprocessing pipeline with resampling
and padding to size of 512 x 512 with 0.308 mm isotropic pixel spacing.

Training. The template frame is of size 64 x 64. The search frame is of size
160 x 160. With this, the inference speed reaches 12 fps. We train our model for
300 epochs using a learning rate of 0.0001.

Comparison study. We compare the proposed approach with existing arts
and summarize the results in Table. [I, The proposed approach achieves best
performance in all testing dataset. In contrast to our method, SiameseRPN [4],
STARK |[12] and MixFormer 2] focus on spatial localization of the target. Tem-
poral information is being incorporated only with the setting of multi-templates
thus target motion modeling is limited. While such approaches can achieve good
performance with low median errors (~2mm), the high 5-7mm standard devia-
tions indicate the stability issues, especially in data with devices where occlu-
sions are present. Cycle Ynet [5] uses cycle-consistency loss for motion learning
directly on the target. As catheter tip is a sparse object, our approach leverages
the motion information of the neighboring context which provide more robust
guidance for target location refinement.

Overall, ConTrack outperforms all other methods, with a median tracking
error of less than 1.08mm. Our model is particularly effective at tracking the
catheter tip when other devices are in the field of view, where all other methods
tend to underperform. Compared to Cycle Ynet on all test datasets, our model
is 45% more accurate, with an average distance of less than Imm between the
prediction and ground truth. Further, we show the accuracy distributions in Fig.
Bl It can be seen that the proposed approach shows superior performance to all
other approaches in various percentiles.

Table 1: Comparison study on different testing set. The results are the average
distance in mm. Best numbers are marked in bold. Accuracy improvement is
statistically significant (p-value < 0.005) over the second best in the table.
Fluoroscopy | Angiography Devices All
median |mean|median |mean|median |mean|median|mean| std
SiameseRPN [4] 6.93 |8.19| 7.74 |9.42| 7.89 |10.51| 7.13 |9.01|6.81
STARK [12] 2.38 [3.02] 2.82 |449| 435 |7.01| 2.65 |4.14 |4.93
MixFormer [2] 2.02 [4.42] 2.76 |4.86| 5.00 |9.20| 2.68 |5.15|7.10
Cycle Ynet [5] 2.05 [2.92| 1.69 |2.09| 4.39 [4.23| 1.96 |2.68]|2.40
ConTrack (Ours)| 0.73 |1.04| 1.27 [1.91| 1.61 |2.73| 1.08 |1.63|1.70

Models

Ablation study. We conduct an ablation study to investigate the effective-
ness of different model components. Results are summarized in Table [2 Our
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Fig. 3: Benchmark study on average distance distribution over all test datasets.

Table 2: Ablation study on model components. X denotes the component is
removed, while v represents the component is used. Performance is evaluated
on the same test cases as before and the results are the average distance in mm.
Multi- Fluoro Angio Devices All
templates| median|mean|median|mean|median|mean |median|mean| std
0.81 |140| 1.29 [1.94| 299 |6.20| 1.13 |2.17 |3.75
0.67 |1.03| 1.3 |2.15| 3.97 |10.49| 1.11 |2.58 {6.10
0.65 [0.96| 1.49 |1.95| 1.93 |4.52| 0.99 | 1.81|2.30
0.73 |1.05] 1.27 [1.91| 1.61 |2.73| 1.08 [1.63|1.70

Multitask|Flow

NN TN X
ANR NI
x| x| %

ablation study revealed three key findings: 1) The addition of the mask seg-
mentation branch improved tracking performance on Fluoro, where the device
appearance remains consistent and there is no occlusion. However, when there
are distractors, the results are less accurate; 2) The inclusion of a mask segmen-
tation enabled the estimation of motion. The resulting flow helped to stabilize
tracking in the presence of distractors; and 3) Multiple templates were employed
to better handle changes in appearance. The combined model showed the best
performance in dataset of angiography and data with devices, while yielding
similar results in dataset of fluoroscopy.

Despite our framework’s incorporation of various temporal and spatial con-
texts, catheter tracking remains a challenging task, particularly in cases where
other devices or contrast agents obscure the catheter tip and create visual simi-
larities with the catheter itself. Nonetheless, our results demonstrate the promise
of ConTrack as a valuable tool for enhancing catheter tracking accuracy.

4 Conclusion

Device tracking is an important task in interventional procedures. In this paper,
we propose a generic model framework, ConTrack, that leverages both spatial
and temporal information of the surrounding context for accurate target localiza-
tion and tracking in X-ray. Through extensive experimentation on large datasets,
our approach demonstrated superior tracking performance, outperforming other
state-of-the-art tracking models, especially in challenging scenarios where occlu-
sions and distractors are present. Current approach has its limitations. Motion
estimation is learned from neighboring two frames and thus target historical
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trajectory information is missing. Further, transformer-based model training re-
quire large amount of annotated data, which is challenging to collect in interven-
tional applications. Finally, throughout the paper we follow established setups
and focus on the development on the tracking model with manual initializa-
tion. In general, long-term visual tracking with automatic (re-)initialization is a
challenging problem and require a system of approaches. A safe and automatic
system of device and anatomy tracking is of great clinical relevance and will be
an important future work for us.

Disclaimer The concepts and information presented in this paper/presentation
are based on research results that are not commercially available. Future com-
mercial availability cannot be guaranteed.
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