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Abstract. Recently, deep learning-based methods achieved promising
performance in nuclei detection and classification applications. However,
training deep learning-based methods requires a large amount of pixel-
wise annotated data, which is time-consuming and labor-intensive, espe-
cially in 3D images. An alternative approach is to adapt weak-annotation
methods, such as labeling each nucleus with a point, but this method
does not extend from 2D histopathology images (for which it was orig-
inally developed) to 3D immunofluorescent images. The reason is that
3D images contain multiple channels (z-axis) for nuclei and different
markers separately, which makes training using point annotations diffi-
cult. To address this challenge, we propose the Label-efficient Contrastive
learning-based (LECL) model to detect and classify various types of nu-
clei in 3D immunofluorescent images. Previous methods use Maximum
Intensity Projection (MIP) to convert immunofluorescent images with
multiple slices to 2D images, which can cause signals from different z-
stacks to falsely appear associated with each other. To overcome this, we
devised an Extended Maximum Intensity Projection (EMIP) approach
that addresses issues using MIP. Furthermore, we performed a Super-
vised Contrastive Learning (SCL) approach for weakly supervised set-
tings. We conducted experiments on cardiovascular datasets and found
that our proposed framework is effective and efficient in detecting and
classifying various types of nuclei in 3D immunofluorescent images.
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1 Introduction

Analyzing immunofluorescent images is crucial for understanding the underlying
causes of myocardial infarctions (MI) and strokes [I/12], which are leading global
causes of death [14]. Clinical studies suggest that plaque composition, rather than
lesion size, is more indicative of plaque rupture or erosion events [4/9]. However,
determining plaque composition from 3D immunofluorescent images manually is
time-consuming and prone to human error. To address these challenges, an auto-
mated algorithm is needed to detect and classify nuclei in 3D immunofluorescent
images. Deep learning algorithms have shown significant success in medical image

Fig.1. A) Challenges: (1) nucleus in the yellow square: Even though the ground
truth labels for the nucleus in the yellow and green squares are positive, they are only
coincident in the second slice, (2) nucleus in the white square: it shows an example
of nonoverlapping marker and nucleus, (B-1) The MIP approach’s output, (B-2) The
EMIP approach’s output, (B-3) Ground truth point annotations: green color represents
nuclei labeled as positive, and white color represents nuclei labeled as negative.

segmentation and classification tasks, including histopathology and fluorescent
microscopy images [5]. However, these methods typically require a large num-
ber of pixel-level annotations, which can be time-consuming and labor-intensive,
especially for 3D images. To address this issue, weak-annotation methods have
emerged, such as labeling each nucleus with a single point [T6JTTITO2T36]. While
all these studies focus on developing weakly supervised models for nuclei detec-
tion in 2D images, our study is the first to leverage weakly annotated data while
preserving the 3D nature of the images.

The study conducted by Moradinasab et al. [6] is highly relevant to our
work.They introduce a weakly supervised approach for nuclei detection via point
annotations and employ the HoVer-Net model. To tackle the challenge of training
with point annotations, they adopt the cluster labeling approach [I1] to derive
pixel-level labels. Nevertheless, their proposed method does not classify the type
of detected nuclei, which is crucial for determining plaque composition in 3D
cardiovascular immunofluorescent images. Additionally, the authors converted
the multichannel 3D images into z-stacked images using the Maximum Intensity
Projection (MIP) technique and trained the HoVer-Net model on the resulting
z-stack images. The MIP approach is a common technique used to reduce the
computational burden in image analysis. Several studies, such as Noguchi et al.
(2023) [8] and Nagao et al. (2020) [7], have successfully employed the MIP tech-
nique for image preprocessing to convert 3D images into 2D format in tasks like
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cell segmentation and cell cycle phase classification. Nevertheless, it’s important
to consider that the MIP approach might not be the optimal option for nuclei
detection and classification models, as elaborated in the subsequent section.

To address these challenges, this paper proposes the Label-efficient Con-
trastive learning-based (LECL) model for nuclei detection/classification in 3D
multichannel fluorescent images. The model aims to detect nuclei and assign
them a classification label based on specific markers (e.g., Lineage Tracing) with
minimum labeling cost. We assign the label ”positive” if and only if the given
detected nucleus overlaps with the given marker, otherwise, it is labeled as ”neg-
ative”. It is notable that training the model to classify the type of each nucleus
using weak annotations in these images is a difficult task because these images
contain multiple channels (Z-axis) for nuclei and different markers, as shown in
Figure a in Appendix. The main challenges of nuclei detection/classification
in 3D images are described in detail in section 2. To address these challenges,
we developed a new approach called Extended Maximum Intensity Projection
(EMIP) that partially performs the maximum intensity projection per nucleus
where z levels contain the given nucleus to convert multi-channel images to 2D
z-stack images. Furthermore, to improve the performance of the model further
in a weakly setting, we perform the supervised contrastive learning approach.

2 Challenges

The main challenges associated with detecting and classifying the types of nuclei
in fluorescent images can be categorized into three groups as follows:

1. One specific nucleus might spread over multiple z-slices, as shown
in Figure [ItA, but only have a point annotation in one z-slice. For
example, the blue color nucleus in the orange square spreads over z-slices
from two to eight, but the experts are asked to only annotate that nucleus
in one of the slices to minimize the labeling cost.

2. The marker and nucleus might not be coincident in all z-slices. In
fluorescent images, the given nucleus is labeled as positive if that nucleus
and the marker overlap at least in one of the z-slices. In other words, even
though the ground truth label for the nucleus is positive, the nucleus might
not contain the marker in some slices as shown in Figure [T}A.

3. Maximum Intensity Projection (MIP) can cause objects to appear
coincident that are actually separated in space. Some studies use MIP
to convert multi-channel 3D images into 2D z-stack images [8], as shown
in Figure b in Appendix. This approach utilizes MIP over nuclei/marker
channels to convert these 3D images to 2D images (i.e., collapse images along
with the z-axis). Then, the 2D nuclei image is combined with the 2D marker
image using the linear combination method. However, this approach can be
problematic when there are non-overlapping nuclei and markers in the same
x and y, but at different z-axis. Figure [I}tA illustrates this, where the blue
nucleus and red marker in the white square indicate non-overlapping objects
that could be falsely shown as overlapping using the MIP approach.
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Fig. 2. Schematic representation of the LECL model

3 Method

In this section, we describe the proposed Label-efficient Contrastive learning-
based (LECL) model (Figure[2)), which consists of two components: a) Extended
Maximum Intensity Projection (EMIP) and b) Supervised Contrastive Learning-
based (SCL) training strategy.

3.1 Extended Maximum Intensity Projection (EMIP)

The EMIP method is proposed to address the issue of non-overlapping nuclei
and markers in the MIP approach. It uses maximum intensity projection for
each nucleus separately, only considering the z-slices containing that nucleus. For
example, if a nucleus spans z-slices from seven to ten, EMIP applies MIP only
to those slices. This ensures an accurate representation of the nucleus without
mistakenly overlapping with the marker. Figure [I}B compares the outputs of
the MIP and EMIP approaches for an example image (Figure [3}A). The EMIP
approach prevents the lineage tracing marker (in red) from falsely appearing
over nuclei with the ground truth label negative. The nuclei in the pink and
orange squares with the ground truth label negative falsely contain signals of
the marker in the output of MIP, whereas EMIP avoids this issue.

Algorithm 1 outlines the steps of the EMIP approach. To perform the EMIP
approach, two types of information are necessary: (a) which z-slices are associ-
ated with each individual nucleus and (b) the boundaries of each nucleus along
the x- and y-axes. To determine approximate boundaries using point annota-
tions, we propose using k-means clustering and Voronoi label methods (Steps
1-6 in Algorithm 1). It’s essential to note that all nuclei have been annotated
with points located at their centers, ensuring we have ground truth point anno-
tations for all nuclei in the dataset. However, due to the nature of 3D images,
nuclei are often spread across multiple slices, and the center of each nucleus is
only located in one of the slices. Therefore, while every nucleus has a point an-
notation, these annotations are limited to the z-slice where the nucleus center
is present. Consequently, point annotations for all nuclei per slice are unavail-
able. Using k-means clustering, we generate 3D binary masks (steps 3-5). First,
we create a 3D distance map from the distance transform of point annotations
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Algorithm 1: Extended Maximum Intensity Projection

linenosize= input: multi-channel images, Point-level annotations

for i =1: N (Number of images) do

Generate the 3D distance map (D;) using point annotations

Create the feature map by combining the distance map and nuclei z-slices

Apply k-mean clustering on the feature map

Identify background cluster (i.e., Min overlap with the dilated point labels)

Generate 3D binary masks

Generate the 2D Voronoi label using point annotations

for j = 1: Neeu (Number of convez cells in the 2D Voronoi label) do
(a) Generate the Voronoi Cell (VC) binary mask for cell j
(b) Find the intersection between VC mask and 3D binary mask (I3")
(c) Determine the set of slices (S;) containing the Nuclous; by takmg
summation over the z-slices in 137

(d; Find the intersection between VC and the nuclei/marker z-slice
Compute the maximum intensity projection for nuclei and marker

end .4  channels only over the corresponding slices (S;) for convex cell j

SO

Z=0 _7-1_ 7=

Fig. 3. (A-1) The nuclei z-slices, (A-2) The marker z-slices, (B-1) The Voronoi label,
(B-2) The Voronoi Cell (VC) binary mask associated to convex cell j that assigns label
1 to convex cell j and zero to others, (B-3) The z-slice 6 of nuclei channel, (B-4) The
multiplication’s output of VC mask and z-slice 6 which depicts the nucleus located in
convex cell j, (C-1) nuclei z-slices, (C-2) The 3D binary mask, (D-1) The intersection
between VC mask (B-2) and 3D binary mask (C-2), (D-2) the intersection between the
VC binary mask and the nuclei/marker z-slices, (D-3) EMIP output

(step 1). This map represents distances to the nearest nuclear point. Combin-
ing the distance map with nuclei channels of the multi-channel nuclei/marker
image creates a features map (step 2). Next, k-means clustering (k=3) is ap-
plied to the feature maps, resulting in 3D binary masks. Label 0 represents the
background cluster with minimal overlap with dilated point labels, and label
1 corresponds to nuclei pixels. An example of the nuclei channels and the 3D
binary mask is shown in Figure B}C. As shown, the binary mask indicates that
the given nucleus in the orange square is spreading only over z-slices from four
to nine (i.e., it approximates the nucleus’ boundaries over the z-axis). To find
the nuclei boundaries on the x- and y-axes, Voronoi labels are created (step 6)
using point annotations (Figure [3}B-(1)). Assuming that each Voronoi convex
cell contains only one nucleus, the Voronoi edges separate all nuclei from each
other well. Next, we iterate through Voronoi convex cells (steps a-e) and create
a Voronoi Cell (VC) binary mask for each cell, approximating nuclei boundaries
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on the x- and y-axes. Figure B—(Z) shows the VC binary mask for convex cell j.
Since each cell is assumed to contain only one nucleus, the intersection of the VC
binary mask with nuclei/marker channels reveals the nucleus in that cell (Figure
[BIB-(4)). Likewise, the intersection of the VC and 3D binary masks will reveal
only the nucleus mask (represented by the color white) within the corresponding
cell (Figure B}D-(1)). As nuclei and background take values of one (i.e., white
color) and zero (i.e., black color) respectively, simply, summation over the z-slices
can be used as a detector of the presence of the nucleus. If the sum is greater
than one, it implies the nucleus is present in that z-slice. Figure D—(l) shows
that the nucleus corresponding to the convex cell j is spreading over z-slices four
to nine, and its boundaries over the x- and y- axes can be determined using the
given convex cell edges. Figure [3}D-(3) illustrates that a MIP is performed over
the z-slices spanning from four to nine for the nucleus situated within the convex
cell. This technique avoids the lineage tracing marker, which spreads over slices
zero to three, from overlapping with the nucleus.

3.2 Supervised Contrastive Learning-based (SCL) training strategy

The Hover-Net model [3] is used for nuclei detection and classification due to its
strong generalizability and instance detection performance. The generated pixel-
wise masks contain three regions: nuclei, background, and an unlabeled area. For
training the NC branch, Equation is used, employing the cross-entropy (L¢F),
Dice (LPie¢), SCL (L°“F), and entropy-minimization (L°™*"°P¥) loss functions.
The Hover and NP branches were trained using the approach from [6]. The
entropy-minimization loss is applied to the unlabeled area.

L = LCE + LDz'ce + LSupCon + Lentropy
LCF = _%Eﬁlzlﬁlxi,k(l)wgyi,k(l)
[ Dice — 1 _ 25,0 (Xa (D) xY5(I))+e
=N X (D+EX Yi(l)te . (1)
SCL _ _—1 exp(q-q" /)
L% = mtan Laver@ 9 gy, - o cov@a 71

Lentrory = — 58 538 Ya(IlogYy (1)

where Y, X, K, N, and ¢(1.0e — 3) are the prediction, ground truth, num-
ber of classes, number of images, and smoothness constant, respectively. The
Cross-Entropy Loss function has two limitations: 1) It penalizes pixel-wise pre-
dictions independently without considering their relationships, and 2) It does
not directly supervise the learned representations. HoVer-Net improves upon
the Cross-Entropy Loss function by incorporating the Dice loss function, which
considers pixel dependencies within an image. However, the Dice loss function
does not account for global semantic relationships across images. To address the
issue, we enhance our model’s performance by incorporating Pixel-to-Pixel and
Pixel-to-Region Supervised Contrastive Learning (SCL) [I5] techniques along-
side cross-entropy and Dice losses in the third branch. We introduce a projection
head in the NC branch, outputting the embedding ¢ per pixel, which is opti-
mized using the last row of Equation 1. where, p(q) and N(q) indicate the set of
positive and negative embedding samples, respectively.
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4 Experimental Results

Metrics: To evaluate the model’s performance, we utilize the popular detec-
tion/classification metrics: precision (P = 7zp-tp), recall (R = 7py), and
Fl-score (F1 = %).

Datasets: We experimented with three datasets: Cardiovascular dataset
1 (D1) and Cardiovascular dataset 2 (D2), containing advanced atheroscle-
rotic lesion images from two mouse models. D1 has 13 images, with 11 used for
training and 2 for testing. These images vary in size along the z-axis (8 to 13).
We extract 256 x 256-pixel patches with 10% overlap. The train and test sets
have 370 and 74 patches respectively. Additionally, we have a separate evaluation
set called D2 (29 images) that are used for further evaluation. Our aim was to
propose a label-efficient model that achieves comparable results with minimum
labeling effort, so we trained our model on the smaller dataset. Please refer to Ap-
pendix (Table[3) for more details. Additionally, we used the CoNSeP dataset
[[] 3], which contains 24,332 nuclei from 41 whole slide images (26 for train-
ing and 14 for testing), with 7 different classes: fibroblast, dysplastic/malignant
epithelial, inflammatory, healthy epithelial, muscle, other, and endothelial.

Test time: We combine nuclei and marker channels per slice using the linear
combination method (Figure a in Appendix). The model detects and classifies
nuclei in each slice individually. The final output is integrated over the slices
with this rule: If a nucleus is predicted positive in at least one slice, it is labeled
positive, otherwise negative.

Table 1. The performance of proposed methods on D1 and D2

Model Branch D1 D2

Precision|Recall| F1 [Precision|Recall| F1

NP 0.8898 | 0.8894|0.8883 | 0.9233 |0.8455|0.8816

HoVer-Net [3] (MIP) |\ 0.6608 |0.8511[0.7424| 0.7150 |0.6663 |0.6703

NP 0.8551 |0.9353|0.8880| 0.9064 |0.8743|0.8894

HoVer-Net [3] (EMIP)| 0.7694 |0.7800[0.7718| 0.8114 |0.77180.7760

NP 0.7774 |0.8489|0.8084| 0.6525 | 0.877 |0.7431

Quet al. [IT] (EMIP)| 0 | 8548 [0.6048 | 0.6881| 0.8140 |0.5749 |0.6577

NP 0.8764 |0.9154 |0.8942| 0.9215 | 0.877 |0.8978

LECL NC 0.8277 |0.7668|0.7890| 0.8392 |0.7840(0.7953

Results: Table [I| shows the performance of different approaches on D1 and
D2. The first row shows the results of using regular MIP during both the train-
ing and test stages, while the second row shows the model’s performance trained
using EMIP. The NP branch indicates the model’s performance in detecting nu-
clei, and the NC branch denotes the model’s performance in classifying the type

! https://warwick.ac.uk/fac/cross_fac/tia/data/hovernet/
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Table 2. The effect of SCL based training approach on the CoNSep dataset

Model Fy | Fe | F | Fe | B
HoVer-Net [3] w/o SCL (Weakly)|0.735(0.578|0.542[0.461]0.147
HoVer-Net [3] w SCL (Weakly) |0.738[0.576]0.551]0.480[0.212

of detected nuclei. As observed, the EMIP approach improves precision and F1
score metrics by 16.43% and 3.96% on D1, respectively, indicating a decrease in
false positives. To ensure a comprehensive evaluation of our proposed method,
we have included Dataset D2 in our study. The selection of D2 was based on
its larger size and representativeness, making it suitable for robust performance
assessment. As observed, the proposed EMIP approach achieves higher preci-
sion, recall, and F1 scores than the MIP method. The study found that the
EMIP approach reduces false positives in lineage tracing markers overlapping
with nuclei. Furthermore, we compare the performance of the HoVer-Net [3]
model with Qu et al.[TT] on both datasets D1 and D2. Hyper-parameters for Qu
et al.[11] was borrowed from [II]. As observed, the HoVer-Net model [3] out-
performs Quet al.[T1] in both nuclei detection and classification. We investigate
the benefits of combining SCL-based training and EMIP in the LECL model.
The SCL loss enhances the model’s performance by capturing global semantic
relationships between pixel samples, resulting in better intra-class compactness
and inter-class separability. On both D1 and D2, the LECL model outperforms
other models. For visualization examples, refer to Figure[]in the Appendix. Fur-
thermore, the hyperparameters for all experiments have been provided in Table
[ in the Appendix.

Ablation study: To investigate further the performance of the SCL-based
HoVer-Net, we evaluate the model on the ConSep dataset (Table . Here, Fy
represents the Fl-score for nuclei detection, while F¢, F!, F$ and F/™ indicate
the Fl-scores for epithelial, inflammatory, spindle-shaped, and miscellaneous,
respectively. The SCL-based model achieves better performance.

5 Discussion

Developing an automated approach for 3D nuclei detection and classification in
fluorescent images requires expensive pixel-wise annotations. To overcome this,
we propose a LECL model, which includes the EMIP and SCL components.
The EMIP approach improves upon the limitations of the MIP approach, while
the SCL learning approach enhances the model’s performance by learning more
discriminative features. However, a limitation of this study is that it relies on
point annotations performed by domain experts during training and testing,
which can be challenging and prone to human error. To address this, future work
could explore generating synthetic data with reliable labels and using domain
adaptation techniques to improve performance on real-world datasets. Moreover,
the study focuses solely on lineage tracing markers, leaving room for exploring
the proposed method’s performance on other markers, like LGALS3.
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A Appendix
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Fig. 4. a) It presents the sequence of channels (i.e. z=0,..,n) for the nuclei (first row)
and the Lineage Tracing marker (second row). The nuclei and Lineage Tracing marker
channels are associated with each other in order. The third row indicates the linear
combination of the nuclei and Lineage Tracing marker per slice.

Table 3. Cardiovascular datasets

Charecteristices|Dataset|Value
Model D1 Myhll — CreERr2 — RADROSA26 — STO Pyion —
tdTomApoe — [ —
D2 |Myhll—CreERrs — RADROSA26 — STOPsio0 —
tdTomIrsla alrs2a)a
Diet D1 |Western diet for 18 weeks
D2 |Western diet for 18 weeks
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Table 4. Training setup for all experiments
Characteristic Value Characteristic Value
Entropy 0.5
Pytorch 1.10 Loss function weights|Cross-entropy 1
Dice loss 1
GPU Tesla p100 Number of epochs 100

Projection head|Two convolutional layers, outputting a 256 I[2-
normalized feature vector

HoVer-Net (EMIP) output
Z=1 Z=2 Z=3 Z

HoVer-Net (MIP)
oVer-Net (MIP) Ground truth label

[ Predicted nucleus with label “without the Lineage Tracing marker” [l Nucleus with Ground truth label “without the Lineage Tracing marker”
Predicted nucleus with label “with the Lineage Tracing marker” B Nucleus with Ground truth label “with the Lineage Tracing marker”

Fig. 5. The model’s output trained using the HoVer-Net(MIP) and HoVer-Net(EMIP).
The HoVer-Net (EMIP) model correctly predicts label positive for nuclei in the yellow
circle, which is consistent with the ground truth labels. In contrast, HoVer-Net (MIP)
incorrectly predicts these nuclei as negative. Both models incorrectly predict the nu-
clei’s labels in the blue circle.
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