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Abstract. While several previous studies have devised methods for seg-
mentation of polyps, most of these methods are not rigorously assessed on
multi-center datasets. Variability due to appearance of polyps from one
center to another, difference in endoscopic instrument grades, and acqui-
sition quality result in methods with good performance on in-distribution
test data, and poor performance on out-of-distribution or underrepre-
sented samples. Unfair models have serious implications and pose a criti-
cal challenge to clinical applications. We adapt an implicit bias mitigation
method which leverages Bayesian epistemic uncertainties during training
to encourage the model to focus on underrepresented sample regions. We
demonstrate the potential of this approach to improve generalisability
without sacrificing state-of-the-art performance on a challenging multi-
center polyp segmentation dataset (PolypGen) with different centers and
image modalities.

1 Introduction

Colorectal cancer (CRC) is the third most common cancer worldwide [27] with
early screening and removal of precancerous lesions (colorectal adenomas such
as “polyps”) suggesting longer survival rates. While surgical removal of polyps
(polypectomy) is a standard procedure during colonoscopy, detecting these and
their precise delineation, especially for sessile serrated adenomas/polyps, is ex-
tremely challenging. Over a decade, advanced computer-aided methods have
been developed and most recently machine learning (ML) methods have been
widely developed by several groups. However, the translation of these technolo-
gies in clinical settings has still not been fully achieved. One of the main reasons
is the generalisability issues with the ML methods [2]. Most techniques are built
and adapted over carefully curated datasets which may not match the natural
occurrences of the scene during colonoscopy.

Recent literature demonstrates how intelligent models can be systematically
unfair and biased against certain subgroups of populations. In medical imaging,
the problem is prevalent across various image modalities and target tasks; for
example, models trained for lung disease prediction [25], retinal diagnosis [6],
cardiac MR segmentation [23], and skin lesion detection [IJI7] are all subject to
biased performance against one or a combination of underrepresented gender,
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age, socio-economic, and ethnic subgroups. Even under the assumption of an
ideal sampling environment, a perfectly balanced dataset does not ensure unbi-
ased performance as relative quantities are not solely responsible for bias [31I19].
This, and the scarcity of literature exploring bias mitigation for polyp segmen-
tation in particular, strongly motivate the need for development and evaluation
of mitigation methods which work on naturally occurring diverse colonoscopy
datasets such as PolypGen [3].

2 Related work

Convolutional neural networks have recently worked favourably towards the ad-
vancement of building data-driven approaches to polyp segmentation using deep
learning. These methods [I8[34] are widely adapted from the encoder-decoder
U-Net [24] architecture. Moreover, addressing the problem of different polyp
sizes using multi-scale feature pruning methods, such as atrous-spatial pyramid
pooling in DeepLabV3 [8] or high-resolution feature fusion networks like HR-
Net [28] have been used by several groups for improved polyp segmentation.
For example, MSRFNet [29] uses feature fusion networks between different res-
olution stages. Recent work on generalisability assessment found that methods
trained on specific centers do not tend to generalise well on unseen center data
or different naturally occurring modalities such as sequence colonoscopy data [2].
These performance gaps were reported to be large (drops of nearly 20%).

Out-of-distribution (OOD) generalisation and bias mitigation are challeng-
ing, open problems in the computer vision research community. While in the
bias problem formulation, models wrongly correlate one or more spurious (non-
core) features with the target task, the out-of-distribution problem states that
test data is drawn from a separate distribution than the training data. Some
degree of overlap between the two distributions in the latter formulation exists,
which likely includes the core features. Regardless of the perspective, the two
problems have clear similarities, and both result in unfair models which struggle
to generalise for certain sub-populations. In the literature, many works focus
on OOD detection, through normal or modified softmax outputs [13], sample
uncertainty thresholds from Bayesian, ensemble, or other models [200T4/7], and
distance measures in feature latent space [I2]. Other approaches tackle the more
difficult problem of algorithmic mitigation through disentangled representation
learning, architectural and learning methods, and methods which optimise for
OOD generalisability directly [26].

Similarly, several categories of bias mitigation methods exist. Some methods
rely on two or more models, one encouraged to learn the biased correlations of the
majority, and the other penalised for learning the correlations of the first [2TJT6].
Other approaches modify the objective loss functions to reward learning core
rather than spurious features [33I22], or by neutralising representations to re-
move learned spurious correlations [I0]. Others use data augmentation [6], or
explore implicit versions of up-weighting or re-sampling underrepresented sam-
ples by discovering sparse areas of the feature space [4] or dynamically identifying
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samples more likely to be underrepresented [30]. De-biasing methods leveraging
Bayesian model uncertainties [I5/5130] provide the added benefits of uncertainty
estimations which are useful in clinical application for model interpretability and
building user confidence.

To tackle the generalisability problem for polyp segmentation, we consider
the diversity of features in a multi-centre polyp dataset [3]. Our contributions can
be listed as: 1) adapting an implicit bias mitigation strategy in [30] from a clas-
sification to a segmentation task; 2) evaluating the suitability of this approach
on three separate test sets which have been shown to be challenging generali-
sation problems. Our experiments demonstrate that our method is comparable
and in many cases even improves the performance compared to the baseline
state-of-the-art segmentation method while decreasing performance discrepan-
cies between different test splits.

3 Method

The encoder-decoder architecture for semantic segmentation has been widely
explored in medical image analysis. In our approach we have used DeepLabV3 9]
as baseline model that has SOTA performance on the PolypGen dataset [3]. We
then apply a probabilistic model assuming a Gaussian prior on all trainable
weights (both encoder and decoder) that are updated to the posterior using
the training dataset. For the Bayesian network with parameters 6, posterior
p(@ | D), training data with ground truth segmentation masks D = (X,Y),
and sample x;, the predictive posterior distribution for a given ground truth
segmentation mask y; can be written as:

p(yi | D) = / p(y: | 0,2:)p(8 | D)d6 (1)

While Monte-Carlo dropout [11] at test-time is a popular approach to approxi-
mating this intractable integral, we choose stochastic gradient Monte-Carlo sam-
pling MCMC (SG-MCMC [32]) for a better posterior. Stochastic gradient over
mini-batches includes a noise term approximating the gradient over the whole
training distribution. Furthermore, the cyclical learning rate schedule introduced
in [35] known as cyclical SG-MCMC, or ¢SG-MCMC, allows for faster conver-
gence and better exploration of the multimodal distributions prevalent in deep
neural networks. Larger learning step phases provide a warm restart to the sub-
sequent smaller steps in the sampling phases.

The final estimated posterior of the Bayesian network, @ = {01,...0},
consists of M moments sampled from the posterior taken during the sampling
phases of each learning cycle. With functional model @ representing the neural
network, the approximate predictive mean p; for one sample z; is:

1 M
i 7 mz:; Py, (v:) (2)
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Fig. 1: Pixel-wise weighting of cross entropy (CE) loss contribution based on
epistemic uncertainty maps for each training sample; the model is encouraged
to focus on regions for which it is more uncertain.

We can derive a segmentation prediction mask ¢; from p; by taking the maxi-
mum output between the foreground and background channels. The epistemic
uncertainty mask corresponding to this prediction (Equation [3]) represents the
model uncertainty for the predicted segmentation mask, the variance in the pre-
dictive distribution for that sample.

M
1 2
i R o > (®o,, (1) — ) (3)
m=1

We add epistemic uncertainty-weighted sample loss [30] that identifies high-
uncertainty sample regions during training. It also scales the pixel-wise contri-
bution of these regions to the loss computation via a simple weighting function
(Equation. This unreduced cross-entropy loss is then averaged over each image
and batch (see Fig. [I)).

L(9i,yi) = Lop(9i,yi) * (1.0 + 04,4,)" (4)

The shift by a constant (1.0) normalises the values, ensuring that the lowest
uncertainty samples are never irrelevant to the loss term. x is a tunable de-
biasing parameter; k = 1 being a normal weighting, whereas x — oo increases
the importance of high-uncertainty regions. As too large a x results in degraded
performance due to overfitting, the optimal value is determined by validation
metrics.
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Fig. 2: Samples from the EndoCV2021 dataset; from (top) C1-5 single frames
and (bottom) C1-5-SEQ; (top) highlights the data distribution of each center
(C1-C5), which consists of curated frames with well-defined polyps; (bottom)
demonstrates the variability of sequential data due to the presence of artifacts,
occlusions, and polyps with different morphology.

4 Experiments and results

4.1 Dataset and experimental setup

PolypGen [3] is an expert-curated polyp segmentation dataset comprising of
both single frames and sequence frames (frames sampled at every 10 frames from
video) from over 300 unique patients across six different medical centers. The
natural data collection format is video from which single frames and sequence
data are hand-selected. The single frames are clearer, better quality, and with
polyps in each frame including polyps of various sizes (10k to 40k pixels), and
also potentially containing additional artifacts such as light reflections, blue dye,
partial view of instruments, and anatomies such as colon linings and mucosa
covered with stool, and air bubbles (Fig. 2). The sequence frames are more
challenging and contain more negative samples without a polyp and more severe
artifacts, which are a natural occurrence in colonoscopy. Our training set includes
1449 single frames from five centers (C1 to C5) and we evaluate on the three
tests sets used for generalisability assessment in literature [2//3].

The first test dataset has 88 single frames from an unseen center C6 (C6-SIN),
and the second has 432 frames from sequence data also from unseen center C6
(C6-SEQ). Here, the first test data (C6-SIN) comprises of hand selected images
from the colonoscopy videos while the second test data (C6-SEQ) includes short
sequences (every 10*" frame of video) mimicking the natural occurrence of the
procedure. The third test dataset includes 124 frames but from seen centers C1
- Cb; however, these are more challenging as they contain both positive and
negative samples with different levels of corruption that are not as present in
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Dataset Method JAC Dice F2 PPV Recall Accuracy
SOTA 0.738+£0.3 0.806+0.3 0.795+0.3 0.912+0.2 0.793+0.3 0.979+0.1

C6-SIN  BayDeepLabV3+ 0.72140.3 0.79040.3 0.809-+0.3 0.836£0.2 0.843+0.3 0.977+0.1

Ours 0.740+0.3 0.810+0.3 0.804£0.3 0.90320.1 0.80640.3 0.977+0.1
SOTA 0.747+0.3 0.819+0.3 0.828+0.3 0.87740.2 0.852+0.3 0.960+0.0
C1-5-SEQ BayDeepLabV3+ 0.708+0.3 0.778+0.3 0.805£0.3 0.7840.3 0.885+0.2 0.963+0.0
Ours 0.741£0.3 0.81040.3 0.81540.3 0.888+0.2 0.836+0.3 0.961+0.0
SOTA 0.608+0.4 0.67620.4 0.653+0.4 0.84540.3 0.71940.3 0.9640.1
C6-SEQ  BayDeepLabV3+ 0.622+0.4 0.682+£0.4 0.66920.4 0.80240.3 0.764:£0.3 0.965%0.1
Ours 0.637+0.4 0.697+0.4 0.682:+£0.4 0.858-0.3 0.74140.3 0.967+0.1

Table 1: Evaluation of the state-of-the-art deterministic DeepLabV3+, Bay-
DeepLabV3+, and our proposed BayDeepLabV3+Unc, showing mean and stan-
dard deviations across the respective test dataset samples. First and second best
results for each metric per dataset formatted.

the curated single frame training set. As no C6 samples nor sequence data are
present in the training data, these test sets present a challenging generalisability
problem. E

Training was carried out on several IBM Power 9 dual-CPU nodes with 4
NVIDIA V100 GPUs. Validation metrics were used to determine optimal mod-
els for all experiments with hyper-parameters chosen via grid search. Perhaps
due to some frames containing very large polyps with high uncertainties, we
found that the gradients of Bayesian models with uncertainty-weighted loss
(BayDeepLabV3+Unc) occasionally exploded during the second learning cy-
cle, and clipping the absolute gradients at 1.0 for all weights prevented this
issue. All Bayesian DeepLabV3+ (BayDeepLabV3+) models had 2 cycles, a cy-
cle length of 550 epochs, noise control parameter o« = 0.9, and an initial learning
rate of 0.1. For BayDeepLabV3+4Unc, we found optimal results with de-biasing
tuning parameter k = 3. Posterior estimates for BayDeepLabV3+ and Bay-
DeepLabV3+Unc included 6 and 4 samples per cycle, respectively.

4.2 Results

We use the state-of-the-art deterministic model ] and checkpoints to evaluate
on the three test sets, and compare against the baseline Bayesian model Bay-
DeepLabV3+ and BayDeepLabV34-Unc with uncertainty-weighted loss.

1 C1-5-SEQ and C6-SEQ data are referred to as DATA3 and DATA4, respectively,
in [2]
2 https://github.com/sharib-vision/PolypGen-Benchmark
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Fig. 3: Performance gaps of the three models (state-of-the-art deterministic
DeepLabV3+, BayDeepLabV3+, and BayDeepLabV3+Unc) between the three
different test sets; (top) comparing performance on single vs. sequence frames
from out-of-distribution test set C6 (C6-SIN vs. C6-SEQ), and (bottomn) sequence
frames from C1 - C5 vs. unseen C6 (C1-5-SEQ vs. C6-SEQ). The subtext above
bars indicates the percent decrease in performance gap compared to SOTA; a
larger percent decrease and shorter vertical bar length indicate better generalis-
ability.

We report results for Jaccard index (JAC), Dice coefficient (Dice), F g-measure
with 8 = 2 (F2), positive predictive value (PPV), recall (Rec), and mean pixel-
wise accuracy (Acc). PPV in particular has high clinical value as it indicates a
more accurate delineation for the detected polyps. Recall and mean accuracy are
less indicative since the majority of frames are background in the segmentation
task and these metrics do not account for false positives. A larger number of
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false positive predictions can cause inconvenience to endoscopists during colono-
scopic procedure and hence can hinder clinical adoption of methods. Figure [3]
illustrates that our approach maintains SOTA performance across most metrics
and various test settings, even outperforming in some cases; simultaneously, the
performance gaps between different test sets representing different challenging
features (1) image modalities (single vs. sequence frames) and (2) source centers
(C1 - C5 vs. C6) are significantly decreased. Simply turning the SOTA model
Bayesian improves the model’s ability to generalise, yet comes with a sacrifice
in performance across metrics and datasets. Our proposed uncertainty-weighted
loss achieves better generalisability without sacrificing performance (also see
Table . We note performance superiority to SOTA especially on C6-SEQ, ap-
proximately 3% improvement on Dice. We can also observe slight improvement
on PPV for test sets with sequence (both held-out data and unseen centre data).
Finally, we note that in clinical applications, the uncertainty maps for samples
during inference could be useful for drawing clinicians’ attention towards poten-
tially challenging cases, increasing the likelihood of a fairer outcome.

5 Conclusion

We have motivated the critical problem of model fairness in polyp segmentation
on a multi-center dataset, and modified a Bayesian bias mitigation method to
our task. The results on three challenging test sets show strong potential for
improving generalisability while maintaining competitive performance across all
metrics. Furthermore, the proposed mitigation method is implicit, not requiring
comprehensive knowledge of biases or out-of-distribution features in the training
data. This is of particular importance in the medical community given the sen-
sitivity and privacy issues limiting collection of annotations and metadata. Our
findings are highly relevant to the understudied problem of generalisation across
high variability colonoscopy images, and we anticipate future work will include
comparisons with other methods to improve generalisability and an extension to
the approach. We also anticipate having access to additional test data for more
in-depth analysis of the results.
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