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Abstract. The increasing advancements in the field of machine learning
have led to the development of numerous applications that effectively
address a wide range of problems with accurate predictions. However,
in certain cases, accuracy alone may not be sufficient. Many real-world
problems also demand explanations and interpretability behind the pre-
dictions. One of the most popular interpretable models that are clas-
sification rules. This work aims to propose an incremental model for
learning interpretable and balanced rules based on MaxSAT, called IM-
LIB. This new model was based on two other approaches, one based on
SAT and the other on MaxSAT. The one based on SAT limits the size
of each generated rule, making it possible to balance them. We suggest
that such a set of rules seem more natural to be understood compared
to a mixture of large and small rules. The approach based on MaxSAT,
called IMLI, presents a technique to increase performance that involves
learning a set of rules by incrementally applying the model in a dataset.
Finally, IMLIB and IMLI are compared using diverse databases. IMLIB
obtained results comparable to IMLI in terms of accuracy, generating
more balanced rules with smaller sizes.

Keywords: Interpretable Artificial Intelligence - Explainable Artificial
Intelligence - Rule Learning - Maximum Satisfiability.

1 Introduction

The success of Machine Learning (ML) in recent years has led to a growing
advancement in studies in this area [2I8/T2]. Several applications have emerged
with the aim of circumventing various problems and situations [4[T4J20]. One
such problem is the lack of explainability of prediction models. This directly af-
fects the reliability of using these applications in critical situations involving, for
example, finance, autonomous systems, damage to equipment, the environment,
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and even lives [II723]. That said, some works seek to develop approaches that
bring explainability to their predictions [13121122].

Precise predictions with high levels of interpretability are often not a simple
task. There are some works that try to solve this problem by balancing the ac-
curacy of the prediction with the interpretability [BIQIT7I24J6IT6IT5]. It can be
seen that some of these works use approaches based on the Boolean Satisfiability
Problem (SAT) and the Maximum Boolean Satisfiability Problem (MaxSAT).
The choice of these approaches to solve this problem has been increasingly re-
current in recent years. The reasons can be seen in the results obtained by these
models.

SAT-based approaches have been proposed recently [I8/19] to learn quantifier-
free first-order sentences from a set of classified strings. More specifically, given
a set of classified strings, the goal is to find a first-order sentence over strings
of minimum size that correctly classifies all the strings. One of the approaches
demonstrated is SQFSAT (Synthesis of quantifier-free first-order sentences over
strings with SAT). Upon receiving a set of classified strings, this approach gener-
ates a quantifier-free first-order sentence over strings in disjunctive normal form
(DNF) with a given number of terms. What makes this method stand out is the
fact that we can limit both the number of terms and the number of formulas per
term in the generated formula. In addition, as the approach generates formulas
in DNF, each term of the formula can be seen as a rule. Then, for each rule, its
explanation is the conjunction of formulas in the rule, which can be interesting
for their interpretability [ITII8]. On the other hand, as the model is based on
the SAT problem, in certain situations it may bring results that are not so in-
teresting in terms of interpretability and efficiency, such as in cases where the
set of strings is large.

Ghosh, B. et al. created a classification model based on MaxSAT called IMLI
[6]. The approach takes a set of classified samples, represented by vectors of
numerical and categorical data, and generates a set of rules expressed in DNF
or in conjunctive normal form (CNF) that correctly classifies as many samples
as possible. In this work, we focus on using IMLI for learning rules in DNF.
The number of rules in the set of rules can be defined similarly to SQFSAT,
but IMLI does not consider the number of elements per rule. Although IMLI
focuses on learning a sparse set of rules, it may obtain a combination of both
large and small rules. IMLI also takes into account the option of defining a
weighting for correct classifications. As the weighting increases, the accuracy of
the model improves, but at the cost of an increase in the size of the generated
set of rules. The smaller the weighting, the lower the accuracy of the model, but
correspondingly, the generated set of rules tends to be smaller. Furthermore,
IMLI uses an incremental approach to achieve better runtime performance. The
incremental form consists of dividing the set of samples into partitions in order
to generate a set of rules for each partition from the set of rules obtained in the
previous partitions.

In this work, we aim to create a new approach for learning interpretable
rules based on MaxSAT that unites SQFSAT with the incrementability of IMLI.
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The motivation for choosing SQFSAT is the possibility of defining the number
of literals per clause, allowing us to generate smaller and more balanced rules.
The choice of IMLI is motivated by its incrementability technique, which allows
the method to train on large sets of samples efficiently. In addition, we pro-
pose a technique that reduces the size of the generated rules, removing possible
redundancies.

This work is divided into 6 sections. In Section[2] we define the general notions
and notations. Since all methods presented in this paper use Boolean logic, we
also define in Section [2how these methods binarize datasets with numerical and
categorical data. In Section Bl SQFSAT and IMLI are presented, respectively.
We present SQFSAT in the context of our work where samples consist of binary
vectors instead of strings, and elements of rules are not first-order sentences over
strings. In Section Ml our contribution is presented: IMLIB. In Section Bl we
describe the experiments conducted and the results for the comparison of our
approach against IMLI. Finally, in the last section, we present the conclusions
and indicate future work.

2 Preliminaries

We consider the binary classification problem where we are given a set of samples
and their classifications. The set of samples is represented by a binary matrix
of size n x m and their classifications by a vector of size n. We call the matrix
X and the vector y. Each row of X is a sample of the set and we will call it
X; with ¢ € {1,...,n}. To represent a specific value of X;, we will use z; ; with
Jj €{1,...,m}. Each column of X has a label representing a feature and the label
is symbolized by 7. To represent a specific value of y, we will use ;.

To represent the opposite value of y;, that is, if it is 1 the opposite value is
0 and vice versa, we use —y;. Therefore, we will use the symbol —y to represent
y with all opposite values. To represent the opposite value of z; ;, we use —x; ;.
Therefore, we will use the symbol =X, to represent X; with all opposite values.
Each label also has its opposite label which is symbolized by —a7.

A partition of X is represented by X' with ¢t € {1,...,p}, where p is the
number of partitions. Therefore, the partitions of vector y are represented by
y'. Each element of y is symbolized by y; and represents the class value of sample
X;. Weuse &~ ={X; |y; =0,1<i<n}and ET ={X; |y; = 1,1 <i < n}.
To represent the size of these sets, that is, the number of samples contained in
them, we use the notations: |~ | and |E7T].

Ezample 1. Let X be the set of samples

001
010
011
100

and their classificationsy = [1, 0,0, 1]. The samples X; are: X; = [0,0,1],..., X4 =
[1,0,0]. The values of each sample x; ; are: 11 = 0,212 = 0,213 = 1,221 =

X:
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0,...,243 = 0. The class values y; of each sample are: y; = 1,...,y4 = 1. We
can divide X into two partitions in several different ways, one of which is:

011 100
X = [010}”1:[0’0]’}(2: {001} v =l

Example 2. Let X be the set of samples from Example [ then

110
101
100
011

and =y = [0,1,1,0]. The samples =X, are: =X; = [1,1,0],...,m»Xy = [0,1,1].
The values of each sample —x; ; are: =11 = 1,722 = 1,7213 = 0,722 =
1,...,mx43 = 1. The class values of each sample —~y; are: ~y; = 0,...,~ys = 0.
We can divide =X in partitions as in Example [} -X! = [1 8 (1)], -yt =[1,1],

011
‘|X2: |:110:| eﬁy2:[070],

-X =

We define a set of rules being the disjunction of rules and is represented by R. A
rule is a conjunction of one or more features. Each rule in R is represented by R,
with o € {1, ..., k}, where k is the number of rules. Moreover, R(X;) represents
the application of R to X;. The notations |R| and |R,| are used to represent the
number of features in R and R,, respectively.

Ezample 3. Let ' = Man, ?> = Smoke, 2® = Hike be labels of features. Let
R be the set of rules R = (Man) Vv (Smoke A —Hike). The rules R, are: Ry =
(Man) and Ry = (Smoke A —Hike). The application of R to X; is represented as
follows: R(X;) = ;1 V (mi,2 A —x;,3). For example, Let X be the set of samples
from Example[I] then: R(X1) = 211V (21,2 A—21,3) = 0V (0A0) = 0. Moreover,
we have that |R| =3, |R1| =1 and |Ra| = 2.

As we assume a set of binary samples, we need to perform some preprocessing.
Preprocessing consists of binarizing a set of samples with numerical or categorical
values. The algorithm divides the features into four types: constant, where all
samples have the same value; binary, where there are only two distinct variations
among all the samples for the same value; categorical, when the feature does not
fit in constant and binary and its values are three or more categories; ordinal,
when the feature does not fit into constant and binary and has numerical values.

When the feature type is constant, the algorithm discards that feature. This
happens due to the fact that a feature common to all samples makes no difference
in the generated rules. When the type is binary, one of the feature variations will
receive 0 and the other 1 as new values. If the type is categorical, we employ the
widely recognized technique of one-hot encoding. Finally, for the ordinal type
feature, a quantization is performed, that is, the variations of this feature are
divided into quantiles. With this, Boolean values are assigned to each quantile
according to the original value.
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We use SAT and MaxSAT solvers to implement the methods presented in
this work. A solver receives a formula in CNF, for example: (p V q) A (¢ V —p).
Furthermore, a MaxSAT solver receives weights that will be assigned to each
clause in the formula. A clause is the disjunction of one or more literals. The
weights are represented by W(C!) = w where CI is one or more clauses and w
represents the weight assigned to each one of them. A SAT solver tries to assign
values to the literals in such a way that all clauses are satisfied. A MaxSAT
solver tries to assign values to the literals in a way that the sum of the weights
of satisfied clauses is maximum. Clauses with numerical weights are considered
soft. The greater the weight, the greater the priority of the clause to be satisfied.
Clauses assigned a weight of co are considered hard and must be satisfied.

3 Rule learning with SAT and MaxSAT

3.1 SQFSAT

SQFSAT is a SAT-based approach that, given X, y, k and the number of features
per rule [, tries to find a set of rules R with k rules and at most [ features per rule
that correctly classify all samples X;, that is, R(X;) = y; for all i. In general,
the approach takes its parameters X, y, & and [ and constructs a CNF formula
to apply it to a SAT solver, which returns an answer that is used to get R.

~ The construction of the SAT clauses is defined by propositional variables:
W), 45 Po,ds Wy s €o,d,i and 2o, for d € {1, ...,1}. If the valuation of ] , is true, it
means that jth feature label will be the dth feature of the rule R,. Furthermore,
if po 4 is true, it means that the dth feature of the rule R, will be 27, in other
words, will be positive. Otherwise, it will be negative: —x7. If u} , is true, it
means that the dth feature is skipped in the rule R,. In this casé, we ignore
Do,d- If €0,4,; is true, then the dth feature of rule R, contributes to the correct
classification of the ith sample. If z,; is true, then the rule R, contributes to
the correct classification of the ith sample. That said, below, we will show the
constraints formulated in the model for constructing the SAT clauses.

Conjunction of clauses that guarantees that exactly one v , is true for the

dth feature of the rule R,: 1

A=A \YARRRTA (1)

e{1,...,k} j
715{1 ,,,,, 1} S

- -/
B= /\ (~ul gV -l ) (2)
oe{l,..., k}
de{1,..., 1}

3,37 €41, mox} s
Conjunction of clauses that ensures that each rule has at least one feature:

C= /\ \/ TUg g (3)

0€{1,....k} dEf1,...1}
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We will use the symbol sf) 4,; to represent the value of the ¢th sample in the
jth feature label of X. If this value is 1, it means that if the jth feature label is
in the dth position of the rule R,, then it contributes to the correct classification
of the ith sample. Therefore, s ,. = e,q,i. Otherwise, s’ ,. = —e,q,. That
said, the following conjunction of formulas guarantees that éo,dﬂ- is true if the
jth feature in the oth rule contributes to the correct classification of the sample
Xil

_ J J
D= /\ u) g — (Po.a > so)dﬂ-) (4)
oe{1l,..., k}
de{1,...,1}
je{1,..., m}
i€{1,...,n}

Conjunction of formulas guaranteeing that if the dth feature of a rule is
skipped, then the classification of this rule is not interfered by this feature:

*
= /\ uo,d - €o,d,i (5)
oc{l,....k}
de{1,...,1}
i€{1,...,n}

Conjunction of formulas indicating that z,; will be set to true if all the
features of rule R, contribute to the correct classification of sample X;:

= /\ /\ Zoi & /\ €o,d,i (6)

0€{1,....k} i€{1,....n} def{1,...1}

Conjunction of clauses that guarantees that R will correctly classify all sam-

ples:
G = /\ \/ Zo,i (7)

€€t oe{l,....k}
H = /\ /\ ﬁzo,i (8)

Next, the formula @ below is converted to CNF. Then, finally, we have the
SAT query that is sent to the solver.

Q=ANBANCANDANEANFAGAH (9)

3.2 IMLI

IMLI is an incremental approach based on MaxSAT for learning interpretable
rules. Given X, y, k, and a weight A, the model aims to obtain the smallest set
of rules M in CNF that correctly classifies as many samples as possible, penal-
izing classification errors with A. In general, the method solves the optimization
problem minpg{|M|[ + A€ | | Exr = {Xi | M(X;) # yi}}, where [M]| represents
the number of features in M and M(X;) denotes the application of the set of
rules M to X;. Therefore, the approach takes its parameters X, y, &k and A and
constructs a MaxSAT query to apply it to a MaxSAT solver, which returns an
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answer that is used to generate M. Note that IMLI generates set of rules in
CNF, whereas our objective is to obtain sets of rules in DNF. For that, we will
have to use as parameter —y instead of y and negate the set of rules M to obtain
a set of rules R in DNF.

The construction of the MaxSAT clauses is defined by propositional variables:
b2 and n;, for v € {1,...,2m}. The v ranges from 1 to 2m, as it also considers
opposite features. If the valuation of b} is true and v < m, it means that feature
2V will be in the rule M,, where M, is the oth rule of M. If the valuation of the
by is true and v > m, it means that feature —z*~™ will be in the rule M,. If the
valuation of 7; is true, it means that sample X; is not classified correctly, that
is, M(X;) # y;. That said, below, we will show the constraints for constructing
MaxSAT clauses.

Constraints that represent that the cost of a misclassification is A:

A= N - w(a)=2 (10)

i€{1,0nm)

Constraints that represent that the model tries to insert as few features as
possible in M, taking into account the weights of all clauses:

B= J\ -, W(B)=1 (11)
ve{l,..., 2m}
o€{1,...,k}

Even though the constraints in [II] prioritize learning sparse rules, they do
so by directing attention to the overall set of rules, i.e. in the total number
of features in M. Then, IMLI may generate a set of rules that comprises a
combination of both large and small rules. In our approach presented in Section]
we address this drawback by limiting the number of features in each rule.

We will use L, to represent the set of variables b} of a rule M,, that is,
L, = {b¥|v € {1,....,2m}}, for o € {1,...,k}. To represent the concatenation
of two samples, we will use the symbol U. We also use the symbol @ to repre-
sent an operation between two vectors of the same size. The operation consists
of applying a conjunction between the corresponding elements of the vectors.
Subsequently, a disjunction between the elements of the result is applied. The
following example illustrates how these definitions will be used:

Ezample 4. Let be X4 as in Example [l X4 U -X, = [1,0,0,0,1,1] and L, =
[bL,62,03, b2, b3, bE]. Therefore, (X4 U—X4)QL, = (241 ADL) V (242 AD2) V...V

(m246 ADS) = (LAB)V (OADZ)V ... V(LADE) = bl v b5 v BS.

The objective of this operation is to generate a disjunction of variables that
indicates if any of the features associated with these variables are present in M,,
then sample X; will be correctly classified by M,. Now, we can show the formula
that guarantees that if 7; is false, then M(X;) = y;:

c= AN =m-@we N\ (XiU-X)QL,)),W(C) =00 (12)
i € {1,...,n} oe{l,...,k}
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We can see that C' is not in CNF. Therefore, formula ¢ below must be
converted to CNF. With that, finally, we have the MaxSAT query that is sent
to the solver.

Q=AANBAC (13)

The set of samples X, in IMLI, can be divided into p partitions: X X% .., XP.
Each partition, but the last one, contains the same values of |~ | and |ET]. Also,
the samples are randomly distributed across the partitions. Partitioning aims to
make the model perform better in generating the set of rules M. Thus, the
conjunction of clauses will be created from each partition X’ in an incremental
way, that is, the set of rules M obtained by the current partition will be reused for
the next partition. In the first partition, constraints ([I0), (1), (I2)) are created
in exactly the same way as described. From the second onwards, (LTJ) is replaced
by the following constraints:

bY, if bY is true in the previous partition;
! 0 o ) AN
B = /\ {ﬂbg, otherwise. W(B) =1 (14)

ve{l,...,2m}
o€{l,...,k}

The IMLI also has a technique for reducing the size of the generated set of
rules. The technique removes possible redundancies in ordinal features as the
one in Example Bl In the original implementation of the model, the technique is
applied at the end of each partition. In our implementation for the experiments
in Section [ this technique is applied only at the end of the last partition. The
reason for this is training performance.

Ezxample 5. Let R be the following set of rules with redundancy in the same
rule:

(Age > 18 A Age > 20) V (Height < 2).

Then, the technique removes the redundancy and the following set of rules is
obtained:

(Age > 20) Vv (Height < 2).

4 IMLIB

In this section, we will present our method IMLIB which is an incremental version
of SQFSAT based on MaxSAT. IMLIB also has a technique for reducing the size
of the generated set of rules. Therefore, our approach partitions the set of samples
X. Moreover, our method has one more constraint and weight on all clauses. With
that, our approach receives five input parameters X, y, k, [, A and tries to obtain
the smallest R that correctly classifies as many samples as possible, penalizing
classification errors with A, that is, ming {|R[+A|Er| | Er = {Xi | R(X;) # yi}}
That said, below, we will show the constraints of our approach for constructing
MaxSAT clauses.
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Constraints that guarantee that exactly only one u?) 4 is true for the dth
feature of the rule R,:

A= N\ \V  ul g, W(A) =00 (15)

oelt b je L myx}

de{1,...,

B= A\ —ud 4V =l W(B) = 00 (16)
oe{1l,..., k}
de{1,...,l}

Jd’e{1,..., m,x},i#5!

Constraints representing that the model will try to insert as few features as
possible in R:

c= N -~ N uLWe) =1 (17)
oe{l,..., k} oe{l,..., k}
de{1,..., 1} de{1,..., 1}
je{1,..., m}

Conjunction of clauses that guarantees that each rule has at least one feature:

D= A \/ g, W(D) = o0 (18)

€Lk} de{1, 1}

The following conjunction of formulas ensures that e, q; is true if the jth
feature label in the oth rule contributes to correctly classify sample X;:

E= /\ uy, g = (Po,d <> 8, 4.), W(E) = 00 (19)
oe{1l,..., k}
de{1,...,1}
je{1,..., m}
i€{1,...,n}

Conjunction of formulas guaranteeing that the classification of a specific rule
will not be interfered by skipped features in the rule:

F= N u),— eoaiW(F) =00 (20)
oe{1l,..., k}
de{1,..., 1}
i€{1,..., n}

Conjunction of formulas indicating that the model assigns true to z, ; if all
the features of rule R, support the correct classification of sample X;:

G= A N zie N oai W(G) =00 (21)

0€{1,....k} i€{1,...n} def1,....1}

Conjunction of clauses designed to generate a set of rules R that correctly
classify as many samples as possible:

H= N\ \/ z,WH) =2\ (22)

€€t oe{l,....k}
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I= N\ A ~zsWI=A (23)

€€~ oe{l,....k}

Finally, after converting formula @ below to CNF, we have the MaxSAT
query that is sent to the solver.

Q=AANBANCADANEANFANGANHANI (24)

IMLIB can also partition the set of samples X in the same way IMLI. Therefore,
all constraints described above are applied in the first partition. Starting from the
second partition, the constraints in (I7) are replaced by the following constraints:

T . .
Uy, g if u, 4 is true in the previous

C' = /\ partition; W) =1 (25)
e -} 4, otherwise.

IMLIB also has a technique for reducing the size of the generated set of rules
demonstrated in Example Moreover, we added two more cases which are
described in Example [f] and Example [7l

Ezample 6. Let R be the following set of rules with opposite features in the
same rule:

(Age > 20) V (Height < 2 A Height > 2) V (Hike A Not Hike).

Therefore, the technique removes rules with opposite features in the same rule
obtaining the following set of rules:

(Age > 20).

Ezxample 7. Let R be the following set of rules with the same feature occurring
twice in a rule:

(Hike N Hike) V (Age > 20).

Accordingly, our technique for removing redundancies eliminates repetitive fea-
tures, resulting in the following set of rules:

(Hike) V (Age > 20).

5 Experiments

In this section, we present the experiments we conducted to compare our method
IMLIB against IMLI. The two models were implemente with Python and
MaxSAT solver RC2 [10]. The experiments were carried out on a machine with

1 Source code of IMLIB and the implementation of the tests performed can be found
at the link: https://github.com/cacajr/decision_set_models
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Table 1. Databases information.

| Databases |Samp1es| |E7] | |€+| |Features
lung cancer| 59 31| 28 6
iris 150 | 100 | 50 4
parkinsons | 195 48 | 147 22
ionosphere | 351 126 | 225 33

wdbc 569 | 357 | 212 30
transfusion| 748 570 178 4
pima 768 | 500 | 268 8

titanic 1309 | 809 | 500 6
depressed | 1429 (1191|238 22
mushroom | 8112 |3916(4208 22

the following configurations: Intel(R) Core(TM) i5-4460 3.20GHz processor, and
12GB of RAM memory. Ten databases from the UCI repository [3] were used to
compare IMLI with IMLIB. Information on the datasets can be seen in Table [Tl
Databases that have more than two classes were adapted, considering that both
models are designed for binary classification. For purposes of comparison, we
measure the following metrics: number of rules, size of the set of rules, size of the
largest rule, accuracy on test data and training time. The number of rules, size of
the set of rules, and size of the largest rule can be used as interpretability metrics.
For example, a set of rules with few rules and small rules is more interpretable
than one with many large rules.

Each dataset was split into 80% for training and 20% for testing. Both models
were trained and evaluated using the same training and test sets, as well as
the same random distribution. Then, the way the experiments were conducted
ensured that both models had exactly the same set of samples to learn the set
of rules.

For both IMLI and IMLIB, we consider parameter configurations obtained
by combining values of: k € {1,2,3}, A € {5,10} and Ip € {8,16}, where Ip is
the number of samples per partition. Since IMLIB has the maximum number
of features per rule [ as an extra parameter, for each parameter configuration
of IMLI and its corresponding R, we considered [ ranging from 1 to one less
than the size of the largest rule in R. Thus, the value of [ that resulted in the
best test accuracy was chosen to be compared with IMLI. Our objective is to
evaluate whether IMLIB can achieve higher test accuracy compared to IMLI by
employing smaller and more balanced rules. Furthermore, it should be noted
that this does not exclude the possibility of our method generating sets of rules
with larger sizes than IMLI.

For each dataset and each parameter configuration of k£, A\ and Ip, we con-
ducted ten independent realizations of this experiment. For each dataset, the
parameter configuration with the best average of test accuracy for IMLI was
chosen to be inserted in Table Pl For each dataset, the parameter configuration
with the best average of test accuracy for IMLIB was chosen to be inserted
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Table 2. Comparison between IMLI and IMLIB in different databases with the IMLI
configuration that obtained the best result in terms of accuracy. The column Training
time represents the training time in seconds.

‘ Databases |Models Number of ‘ IR| ‘ Larggst rule Accuracy ‘ Training time
rules size
lung cancer| IMLI [2.00 + 0.00| 3.60 £+ 0.84 | 2.20 + 0.63 [0.93 + 0.07(0.0062 + 0.0016
IMLIB|2.00 + 0.00| 2.20 £+ 0.63 |{1.10 + 0.32|0.93 + 0.07| 0.0146 4+ 0.0091
iris IMLI [2.00 + 0.00| 7.60 &+ 1.35 | 4.50 & 1.08 [0.90 + 0.08({0.0051 + 0.0010
IMLIB|2.00 + 0.00| 4.90 + 1.20 |2.50 + 0.71| 0.84 + 0.12 | 0.0523 4+ 0.0378
parkinsons | IMLI |2.00 £+ 0.00( 5.00 + 2.05 | 2.90 + 1.37 |{0.80 + 0.07({0.0223 + 0.0033
IMLIB|2.00 4+ 0.00| 3.00 £+ 1.41 {1.60 + 0.84| 0.79 + 0.06 | 0.0631 4+ 0.0263
ionosphere | IMLI [2.90 + 0.32] 12.00 + 1.63 | 5.20 4+ 0.63 [0.81 + 0.05|0.0781 + 0.0096
IMLIB| 3.00 + 0.00 | 7.70 £+ 3.02 [2.70 + 1.16| 0.79 + 0.04 | 0.2797 4+ 0.1087
wdbc IMLI [2.90 + 0.32| 8.70 4+ 2.50 | 3.70 £ 1.34 [0.89 + 0.03|0.0894 + 0.0083
IMLIB| 3.00 + 0.00 | 5.30 + 2.36 |1.80 + 0.79| 0.86 + 0.06 | 0.2172 4+ 0.0800
transfusion| IMLI [1.00 + 0.00| 3.10 4+ 0.88 | 3.10 £ 0.88 [0.72 + 0.08({0.0291 + 0.0026
IMLIB|1.00 4+ 0.00| 2.00 £+ 0.82 [2.00 + 0.82| 0.68 + 0.08 | 0.5287 4+ 0.3849
pima IMLI [1.00 + 0.00| 5.10 &+ 0.74 | 5.10 = 0.74 | 0.68 + 0.09 |{0.0412 + 0.0032
IMLIB|1.00 + 0.00| 1.90 + 1.10 |1.90 + 1.10{0.74 + 0.04| 0.6130 + 0.5093
titanic IMLI [1.00 + 0.00| 6.90 + 1.91 | 6.90 £+ 1.91 [ 0.71 + 0.07 {0.0684 + 0.0040
IMLIB|1.00 + 0.00| 1.70 + 0.67 |1.70 + 0.67(0.75 £+ 0.06| 1.9630 + 3.2705
depressed | IMLI [1.80 + 0.42| 7.50 + 2.64 | 5.30 &+ 1.89 | 0.74 + 0.08 {0.2041 + 0.0059
IMLIB| 2.00 £+ 0.00 | 6.20 + 3.36 |3.30 + 1.95(0.79 + 0.04| 0.5175 + 0.2113
mushroom | IMLI [2.90 + 0.32] 16.30 £+ 2.91 | 8.20 £ 2.20 [0.99 + 0.01{0.3600 + 0.0340
IMLIB| 3.00 &+ 0.00 |12.30 + 7.24|4.30 + 2.54| 0.97 £ 0.03 | 2.3136 + 0.6294

in Table

realizations.

The results presented in both tables are the average over the ten

Table 3. Comparison between IMLI and IMLIB in different databases with the IMLIB
configuration that obtained the best result in terms of accuracy. The column Training

time represents the training time in seconds.

‘ Databases |Models Number of ‘ IR| ‘ Large.st rule Accuracy ‘ Training time
rules size

lung cancer|IMLIB[2.00 4+ 0.00[ 2.20 + 0.63 [1.10 + 0.32]|0.93 + 0.07| 0.0146 + 0.0091
IMLI [2.00 + 0.00| 3.60 & 0.84 | 2.20 £ 0.63 [0.93 + 0.07|0.0062 + 0.0016

iris IMLIB| 2.90 + 0.32 | 6.80 £+ 1.48 [2.50 + 0.53[0.90 + 0.07| 0.0373 4+ 0.0095
IMLI [2.50 + 0.53| 9.10 & 1.91 | 4.80 £ 0.92 | 0.86 + 0.09 |0.0062 + 0.0011

parkinsons [IMLIB[3.00 + 0.00| 4.90 + 1.66 [1.70 + 0.67]{0.82 + 0.07| 0.0868 + 0.0510
IMLI [3.00 + 0.00| 8.40 & 1.90 | 3.70 £ 1.06 | 0.79 + 0.07 |0.0295 + 0.0064

ionosphere [IMLIB{2.00 £+ 0.00( 5.00 + 1.70 |2.50 + 0.85(0.82 + 0.06] 0.2002 + 0.0725
IMLI [2.00 + 0.00| 7.90 £+ 1.79 | 4.90 £ 1.45 | 0.80 + 0.07 |0.0531 + 0.0106

wdbc IMLIB[1.00 + 0.00| 1.20 + 0.42 [1.20 + 0.42{0.89 + 0.04| 0.0532 + 0.0159
IMLI [1.00 + 0.00| 2.50 + 0.71 | 2.50 £ 0.71 | 0.86 + 0.09 |0.0357 + 0.0048

transfusion [IMLIB[1.00 £+ 0.00{ 1.70 £+ 0.67 [1.70 + 0.67|0.72 &+ 0.03| 0.2843 £ 0.1742
IMLI (1.00 + 0.00| 3.10 + 0.74 | 3.10 £ 0.74 | 0.71 + 0.06 |0.0273 + 0.0032

pima IMLIB[1.00 + 0.00| 1.90 + 1.10 [1.90 &+ 1.10{0.74 + 0.04| 0.6130 + 0.5093
IMLI (1.00 + 0.00| 5.10 4+ 0.74 | 5.10 4 0.74 | 0.68 + 0.09 |0.0412 + 0.0032

titanic IMLIB[1.00 + 0.00| 1.40 + 0.97 [1.40 &+ 0.97(0.76 + 0.08| 0.8523 + 1.7754
IMLI [1.00 + 0.00| 6.80 4+ 1.87 | 6.80 4 1.87 | 0.68 + 0.12 |0.0649 + 0.0047

depressed [IMLIB| 3.00 4+ 0.00 {13.30 + 5.12({4.70 + 1.89|0.80 + 0.04| 0.7263 4+ 0.1692
IMLI [2.90 + 0.32| 14.80 £+ 2.25 | 6.70 £ 1.70 | 0.69 + 0.08 |0.2520 + 0.0140

mushroom |IMLIB|1.00 + 0.00| 6.70 + 0.95 [6.70 + 0.95(0.99 + 0.00| 1.2472 4+ 0.2250
IMLI [1.00 + 0.00| 8.90 4+ 1.10 | 8.90 £+ 1.10 [0.99 + 0.01|0.1214 + 0.0218
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In Table 2, when considering parameter configurations that favor IMLI, we
can see that IMLIB stands out in the size of the generated set of rules and in
the size of the largest rule in datasets. Furthermore, our method achieved equal
or higher accuracy compared to IMLI in four out of ten datasets. In datasets
where IMLI outperformed IMLIB in terms of accuracy, our method exhibited a
modest average performance gap of only three percentage points. Besides, IMLI
outperformed our method in terms of training time in all datasets.

In Table[l when we consider parameter configurations that favor our method,
we can see that IMLIB continues to stand out in terms of the size of the gen-
erated set of rules and the size of the largest rule in all datasets. Moreover,
our method achieved equal or higher accuracy than IMLI in all datasets. Again,
IMLI consistently demonstrated better training time performance compared to
IMLIB across all datasets.

As an illustrative example of interpretability, we present a comparison of
the sizes of rules learned by both methods in the Mushroom dataset. Table [
shows the sizes of rules obtained in all ten realizations of the experiment. We
can observe that IMLIB consistently maintains a smaller and more balanced set
of rules across the different realizations. This is interesting because unbalanced
rules can affect interpretability. See realization 6, for instance. The largest rule
learned by IMLI has a size of 10, nearly double the size of the remaining rules.
In contrast, IMLIB learned a set of rules where the size of the largest rule is 6
and the others have similar sizes. Thus, interpreting three rules of size at most
6 is easier than interpreting a rule of size 10. Also as illustrative examples of
interpretability, we can see some sets of rules learned by IMLIB in Table

6 Conclusion

In this work, we present a new incremental model for learning interpretable and
balanced rules: IMLIB. Our method leverages the strengths of SQFSAT, which
effectively constrains the size of rules, while incorporating techniques from IMLI,
such as incrementability, cost for classification errors, and minimization of the
set of rules. Our experiments demonstrate that the proposed approach generates
smaller and more balanced rules than IMLI, while maintaining comparable or
even superior accuracy in many cases. We argue that sets of small rules with
approximately the same size seem more interpretable when compared to sets
with a few large rules. As future work, we plan to develop a version of IMLIB
that can classify sets of samples with more than two classes, enabling us to
compare this approach with multiclass interpretable rules from the literature
[11124].
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