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Abstract. Although phishing is the most common social engineering tactic em-

ployed by cyber criminals, not everyone is equally susceptible. An important 

finding emerging across several research studies on phishing is that a subset of 

employees is especially susceptible to social engineering tactics and is responsi-

ble for a disproportionate number of successful phishing attempts.  Sometimes 

referred to as repeat clickers, these employees habitually fail simulated phishing 

tests and are suspected of being responsible for a significant number of real-world 

phishing related data breaches. In contrast to repeat clickers, protective stewards 

are those employees who never fail simulated phishing exercises and habitually 

report phishing simulations to their security departments. This study explored 

some of the potential causes of these persistent behaviors (both good and bad) by 

administering six semi-structured interviews (three repeat clickers and three pro-

tective stewards). Surprisingly, both groups were able to identify message cues 

for identifying potentially malicious emails. Repeat clickers reported a more in-

ternally oriented locus of control and higher confidence in their ability to identify 

phishing emails, but also described more rigid email checking habits than did 

protective stewards. One unexpected finding was that repeat clickers failed to 

recall an identifier which they were explicitly informed that they would need to 

later recall, while the protective stewards recalled the identifier without error. 

Due to the small sample and exploratory nature of this study additional research 

should seek to confirm whether these findings extrapolate to larger populations. 

Keywords: Phishing, Security Awareness, Repeat Clickers, Protective Stew-

ards. 

1 Repeat Clickers and Protective Stewards 

1.1 Phishing Susceptibility  

Phishing describes an email-based social engineering attack which attempts to manip-

ulate the recipient into downloading malware, unintentionally disclosing credentials, or 

otherwise taking action that is not in their own (or their organization’s) best interest. 

As the most common tactic that cybercriminals employ against system users, phishing 

poses a serious security threat to the human attack surface (Hadnagy, 2018; Verizon, 

2023).  
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Establishing the ground truth of online social engineering susceptibility can be ex-

tremely difficult (if not impossible) because cyber threat actors often undertake signif-

icant measures to conceal their presence on a network. To counter the phishing threat, 

many organizations have incorporated simulated phishing email attacks as a part of 

their security awareness training activities (Greene et al., 2018; Steves et al., 2019). 

Examples of currently available commercial off the shelf (COTS) phishing simulation 

platforms are PhishMe (now Cofense), Wombat Security Awareness, and KnowBe4.  

While this form of training is very realistic and can be an effective way to prepare 

users to avoid real phishing attacks (Carella et al., 2017), it also provides researchers 

with a rich data source because they record several user actions under realistic condi-

tions. These simulated phishing campaigns are likely to be effective proxies for study-

ing real-world phishing attacks because users are not typically warned about an im-

pending email campaign, and the simulated phishing emails often closely mimic actual 

attacks. In fact, simulated phishing emails are sometimes ‘de-fanged’ versions of real-

world attacks. By analyzing simulated phishing datasets, the research community can 

build a better understanding of user susceptibility patterns. 

Phishing simulation software often provides four types of high-level behavioral met-

rics for each employee’s actions during each phishing campaign; (1) clicking on an 

embedded hyperlink, (2) replying to the address from which an email originated, (3) 

entering data after a recipient clicked on the hyperlink, and/or (4) reporting the email 

the information security department as a suspected phishing attack (Canham et al., 

2021). A campaign failure is often defined as occurring when an employee performs 

one or more of the first three actions. Conversely, an employee might report the email 

as suspicious (without taking the first three actions) and thus providing a protective 

shield for their organizations against such attacks. There is also the possibility that an 

employee may both commit a potentially dangerous action and then also report that 

same suspicious email to security staff.   

 

1.2 Repeat Clickers and Protective Stewards 

Empirical studies suggest that individuals might be differentially susceptible to phish-

ing (Canham et al., 2019; Canham et al., 2021). Previous work examining repeated 

interactions between employees and simulated phishing emails, over the course of 20 

separate email campaigns, reveals substantial differences in susceptibility patterns (see 

Figure 1). This work revealed that approximately half (51%) of all employees who were 

sent simulated phishing emails never failed a single simulated campaign, while a little 

less than half (44%) failed between one to three simulated phishing emails (i.e., occa-

sional clickers) out of twenty. Finally, a small segment of employees (approximately 

6%) fell prey to four or more of the 20 phishing simulations. If each individual simula-

tion campaign failure is counted as a separate event, then the occasional clickers (again 

1-3 failures) account for a total of 71% of the total simulation failures, while the ‘repeat 

clickers’ (>3 failures) account for 29% of the total clicks. It is also noteworthy that 

three employees failed 12 of 20 campaigns during the one-year period, illustrating the 

seriousness of this security exposure. Taking the ratios of these numbers, we may create 

a ‘risk factor’ for each group. The occasional clickers account for approximately 44% 



3 

of the employee population yet account for approximately 71% of the total simulation 

failures, leading to a risk factor of 1.62. More surprisingly, while repeat clickers ac-

count for approximately 6% of the population, they tallied approximately 29% of the 

total failures, leading to a risk score of 4.84. These calculations suggest that repeat 

clickers present nearly three times more risk to the organization’s social engineering 

attack exposure than occasional clickers (Canham et al., 2021), demonstrating the im-

portance for the security community to better understand the repeat clicking phenome-

non.  

 

 

Fig. 1. Distribution of employees by phishing simulation failure counts.  

(Adapted from Canham et al, 2021). 

By contrast, employees who never fail simulated phishing emails, but do report multi-

ple campaigns, are termed protective stewards. Protective stewards provide an enhance-

ment to their organization’s security posture by providing an early warning system, 

alerting their security departments of ongoing social engineering attacks targeting em-

ployees. Figure 2 depicts the distribution of employees who did not fail a single phish-

ing simulation. Note that the majority of employees (1,550) did not report nor fail any 

phishing campaigns, 250 employees reported one simulated campaign, and 6 employ-

ees reported 20 of 20 phishing campaigns over the course of the year. In contrast to the 

‘risk factor’ presented by repeat clickers, it is also possible to calculate a ‘security en-

hancement’ factor for protective stewards (who never failed any phishing simulations). 

For example, the occasional reporters comprised approximately 17% of the employee 

population, and reported approximately 8% of the total reported emails, resulting in a 

security enhancement factor of 0.47. The protective stewards (employees who reported 

four or more campaigns) accounted for approximately 92% of the total reported simu-

lation campaigns while only accounting for 33% of the employees who never clicked a 

simulated phishing email, results in a security enhancement factor of 2.79, approxi-

mately five times higher than the occasional reporters.   
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Fig. 2. Distribution of employees by phishing simulation report counts.  

(Adapted from Canham et al, 2021). 

1.3 Research on Repeated Victimization  

Other research has uncovered similar patterns. For example, (Li et al., 2020) found that 

the best predictor of phishing susceptibility was having previously fallen prey to a 

phishing email. Another study supported these findings in observing that “a small num-

ber of employees… (fell) for phishing emails multiple times” (Lain et al., 2022, p. 8). 

At least two studies have found a tendency for a small number of cybercrime victims 

to be repeat victims, accounting for a disproportionate number of victimization. One 

study which analyzed data produced by the Office for National Statistics (ONS), based 

on the Crime Survey for England and Wales (CSEW), found that repeat cybercrime 

victims accounted for approximately twice the number of reported cybercrimes than 

one-time victims (Correia, 2020). Another study found that 45% of cyber-fraud victims 

were repeat victims (Whitty, 2019). When combined, these findings suggest that such 

repeat victim susceptibility extends beyond the limits of phishing.  

A limitation of this earlier study (Canham et al, 2021) was that it did not provide 

insight into why the sub-groups of repeat clickers and protective stewards emerge or 

address the root causes of behaviors. One study that explored causal factors found three 

clicking patterns which they dubbed ‘all-clickers’, ‘non-clickers’, and ‘everyone else’. 

The researchers were unable to modify persistent behaviors even after implementing a 

training intervention (Caputo et al., 2013). Follow-up interviews indicated that the two 

most common reasons provided by the all-clickers for falling for phishing emails were 

“an interest in the subject matter and lack of careful attention” (Caputo et al., 2013, p. 

35). For example, users would often state that “if an email looked interesting, they 

would click a link without thinking”. Importantly, most had no memory of identifying 

anything suspicious in the emails. Similarly, the non-clicker group also had no clear 

memory for the simulated phishing emails and indicated that they “probably deleted the 

emails immediately without reading them”, and that their default behavior was to con-

duct their own web searches and generally did not click on links in email messages 
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(Caputo et al., 2013, p. 35). These responses suggest that these two patterns of behavior 

might default to habituated responses to email, rather than being driven by security 

knowledge. As elaborated on later, these interaction patterns align with the findings of 

the current study.  

Theoretical Perspectives. As described in previous work, five categories of theories 

are emerging to provide potential explanations for repeat clicker behavior (Canham et 

al., 2019). These five categories Social Influence Techniques, Situational Factors, Cul-

tural Influences, Individual Differences, and finally hybrid theories (Canham et al., 

2019). Theories emphasizing the impact of social influence techniques suggest that re-

peat clickers may be especially susceptible to such methods (Workman, 2008). Theo-

ries focused on situational factors emphasize transitory factors such as workload and 

other environmental or situations such as distraction or time pressure (Greene et al., 

2018; Hassold, 2018). Theories focusing on the influence of culture on phishing sus-

ceptibility, account for the broader influence that sociological factors can have on atti-

tudes and behavior (Butavicius et al., 2016; Posey & Canham, 2018); however, because 

repeat clicking behavior appears to only afflict a small portion of user populations, it 

seems unlikely that this behavior is being driven by cultural influences. Theories focus-

ing on individual differences have examined the influence of individual level factors 

on phishing susceptibility such as personality traits, expertise, and other individual dif-

ferences (Halevi et al., 2015; Lawson et al., 2017; Pattinson et al., 2012; Sackett & 

Walmsley, 2014; Sudzina & Pavlicek, 2017, 2020; Uebelacker & Quiel, 2014; Welk et 

al., 2015; Zhao & Smillie, 2015). Repeat clicking behavior will most likely involve an 

explanation drawing from an interaction between individual traits and social influence 

techniques, or situational factors, or a combination of the three of these factors, and 

thus hybrid theories (Harrison et al., 2016; Uebelacker & Quiel, 2014; Williams et al., 

2017) are the most promising potential explanation of factors driving the repeat clicking 

phenomenon.  

 

Current Study. As this review demonstrates, a coherent theoretical framework for re-

peat clicking behavior remains elusive. With the objective of gaining insight into the 

causes of repeat clicking behavior, this study recruited volunteers selected from the 

study described in (Canham et al., 2021) to participate in interview sessions with re-

searchers. Because there is currently very little understanding for the causal factors re-

lating to repeated victimization in cybercrime victims (Correia, 2020), the current study 

was exploratory in nature and thus relied heavily on qualitative data collection.  

2 Method 

2.1 Participants 

After the study protocol was reviewed and approved by the university human subjects 

review board, six employees from the organization studied in (Canham et al., 2021) 

were recruited to participate in a follow up interview. Three of these employees were 

from the repeat clickers group and three were from the protective stewards group. Both 



6 

groups of volunteers were recruited from their respective distribution tails by virtue of 

committing eight or more actions relative to their category. For example, the recruited 

repeat clickers had all failed a minimum of eight simulated campaigns, and the protec-

tive stewards had all reported a minimum of eight simulated campaigns (without a sin-

gle failure), in the previous one-year period. Volunteers were notified that they were 

being invited to participate because of their performance in the simulated phishing 

trainings, but they were not informed from which group (repeat clickers or protective 

stewards) that they were being sampled. Study volunteers were compensated $50 US 

for an approximately one-hour interview, and the completion of a short online survey 

which required approximately 15 minutes to complete.  

 

2.2 Procedure 

Online Surveys. After providing informed consent, the volunteers completed an online 

survey which assessed their anxiety in using the Internet, confidence in detecting phish-

ing emails, and whether they had been previous victims of online fraud. The scales used 

included Internet Anxiety (Joiner et al., 2007), Phishing Confidence (Canham et al, in 

development), Need for Cognition (Cacioppo & Petty, 1982), Curiosity (Collins et al., 

2004), Tolerance for Ambiguity (Herman et al., 2010), Risk Taking Index (Nicholson 

et al., 2005), Risk Avoidance (Tellegen, 1995), Distrust (Tellegen, 1995), and Locus of 

Control (Levenson, 1981). At the conclusion of this online survey, volunteers were 

asked to enter a “code word” which would later be used to connect their answers to the 

interview, as a means of minimizing the chances for identification of the collected data.  

Interviews. The interviews were conducted in person either in a lab, or in a quiet con-

ference room at the employee’s place of work. The interviews followed a semi-struc-

tured format with a prepared list of questions which the interviews loosely followed, 

with the latitude of pursuing interesting conversational tangents as encountered. Six 

categories of questions (listed below) were adapted from (Conway et al., 2017). The 

six question categories included: Techniques and Strategies (analyzing email, links, 

domain, sender, etc.), Actions in Response to suspicious email (clicking, downloading, 

opening, forwarding), Perceived Technological Prowess (self-assessed expertise or 

knowledge), Phishing Simulations (performance and actions taken), and Workload and 

Email Habits (variation and amount of workload, and how email is managed).  

3 Results 

3.1 Online Surveys 

Due to the small sample size, no statistical tests were performed to compare the mean 

scores between the repeat clickers and protective stewards; however, the mean scores 

for the two groups are included in the table below for review. It is interesting to note 

that the repeat clickers reported higher scores on the Internet Anxiety, Phishing Confi-

dence, Need for Cognition, Tolerance for Ambiguity, and Locus of Control scales, 
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while reporting lower scores on the Curiosity, Risk Avoidance, and Distrust scales. 

Mean scores on the Risk-Taking Index were nearly identical. It is also noteworthy that 

all three of the repeat clickers reported using a desktop computer as their primary means 

of accessing online resources, while all three of the protective stewards reported using 

a mobile device (either a laptop or cell phone), as their primary device.   

Table 1. Mean scores for Repeat Clickers and Protective Stewards in online surveys. 

Scale Repeat Clickers Protective Stewards 

Internet Anxiety 1.8 1.0 

Phishing Confidence 3.0 2.0 

Need For Cognition 2.5 1.8 

Curiosity 2.6 2.9 

Tolerance For Ambiguity 3.2 2.9 

Risk Taking Index 1.5 1.6 

Risk Avoidance 1.7 2.3 

Distrust 2.8 4.2 

Locus Of Control 2.4 1.7 

Table 2. Mean number of hours reported in response to the question  

“How many hours per week do you do the following online? 

Activity Repeat Clickers Protective Stewards 

Shopping 0.3 3.7 

Social Media 13.7 8.7 

Email 15.0 9.3 

Watching Videos 1.7 4.0 

Gaming 0.0 0.0 

Work 31.0 34.0 

School Work 1.7 0.0 

 

In addition to the scales scores summarized in Table 1, the volunteers were specifically 

asked about prior online fraud victimization and methods for detecting phishing emails.  

Table 3. Online Question: Have you ever been the victim of online fraud before? 

Number Repeat Clickers Protective Stewards 

1 Definitely yes Probably not but not sure 

2 Definitely yes Definitely not 

3 Definitely not Probably not but not sure 
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Table 4. Online Question: How are you able to detect whether  

an email is a phishing scam? 

Number Repeat Clickers Protective Stewards 

1 Common sense 

 

 

Unusual sender's email address; frequent 

typos and grammatical errors; suspicious 

requests for money or favors. 

 

2 By the format of the email and 

the content or misspelling. 

 

Senders email address 

 

3 From what I have read and learn 

what to look for. 

I check the sender's email address. I make 

sure the email makes sense and follows 

the organization's policies. For instance, I 

know it's a phishing scam if my bank 

emails me asking for my personal infor-

mation because this is against their policy. 

 

 

3.2 Interview Responses 

Interviews spanned approximately one hour for each session and while including a full 

transcript is beyond the scope of this work, representative sample excerpts are included 

here for each topic category. The sample responses are listed for each volunteer (num-

ber 1, 2, or 3), within each group (Repeat Clickers or Protective Stewards). Example 

questions are included in the bullet point items below each topic category heading.  

Techniques and Strategies (analyzing email, links, domain, sender, etc.).  

• How would you spot an email that came from outside the organization or 

outside of your area?  

• What would you do, step by step, if you got a suspicious email?  

• What are the characteristics of a phishing email? 

Table 5. Exemplar responses to Techniques and Strategies questions. 

Number Repeat Clicker Protective Steward 

1 I really don’t click on the link because I 

worry about it, it’s like a virus. Espe-

cially when I receive a [WORK] email—

first of all I look at it, “Where does it 

come from?” Make sure it’s 

I just think if it doesn’t look like any of the 

other emails I received, it just looks a little 

different, then I check the (report) button. 
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[ORGANIZATION’S EMAIL 

REDACTED], that means it’s internal. 

But if it’s from an outsider, like a Gmail, 

Hotmail, other things, I always think 

“maybe it’s other people scam.” And if 

they have a link, I don’t open that-- it’s a 

test alert. I send that to the IT depart-

ment. 

 

2 maybe like... like misspelling, I notice 

just like some phishing emails have a 

misspelling in them or the font can be 

different in one part of an email vs an-

other part. 

if the email address looks funky or it’s just 

like a weird request for a favor or money. 

Something like that. Or if just it’s like, kind 

of an erratic message with weird grammar 

and spelling—like umm this doesn’t seem 

right. 

 

3 I would (check) the email itself, it tells 

you where it’s from, if it’s coming from 

Google, from a Gmail, wherever. 

It’s quite a few things that could be suspi-

cious. For one, any email from someone that 

is asking for something that normally isn’t 

my job. I think that one of the examples that 

I reported was someone asking me to buy 

gift cards or something. 

 

Actions in Response to suspicious email (clicking, downloading, opening, forward-

ing).  

• What do you do if you receive a suspicious email? (Hover over links, etc.)  

• When you get an email, just any type of email, and it has a link in it, what do 

you think about when you think about clicking that link? 

Table 6. Exemplar responses to Actions in Response to suspicious email questions. 

Number Repeat Clickers Protective Stewards 

1 I review, look at it, print out the paperwork, 

ask my friend, I say, “Hey, do you think 

this is real or what?” My friend says, “This 

looks like it’s real because a 

[ORGANIZATION’S EMAIL DOMAIN 

REDACTED]” Then I take it to my assis-

tant director, I say, “First I wanna ask your 

opinion if it’s real or not.” He said, “Yeah, 

it’s real.” 

 

I check the (report) button. Whether someone 

else is actually gonna look at it, I don’t know. 
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2 when I get those e-mails, I send it, to CERT 

(information security department). But like 

some of them look just like very legiti-

mate... There's a button on the right-hand 

side of the e-mail that says report to CERT, 

and I just click it and it gets sent to CERT. 

 

We have a small IT department here. I’d prob-

ably just got to our Help Desk person first and 

they can take it up the chain. 

 

3 one of the things I pride myself on is I send 

it to my ISAT (information security) group, 

they send it back say, “This is a phishing” 

and then I pass on to anybody else. If it 

they don’t look right I send it to them and 

let them get back to me. 

part of the [ORGANIZATION 

REDACTED]’s process is when someone 

does report it, if IT looks at it and says, “This 

really is a phishing,” they’ll send out an email 

to the foundation saying, “Hey, just an FYI, 

we’re getting hit with this. If you get this 

email, don't click on it.” They’ll kinda tell you 

either delete it or “Let us know that you re-

ceived it,” or something. 

 

Perceived Technological Prowess (self-assessed expertise or knowledge).  

• How would you describe your knowledge level in terms of being able to use 

computers or information technology? 

Table 7. Exemplar responses to Perceived Technological Prowess questions. 

Number Repeat Clickers Protective Stewards 

1 No (training). But I think it’s common sense. I’m Microsoft certified in databases. 

 

2 It was like a very long time ago like fresh-

man year... I think one of them is program-

ming because it was in [WORK SITE]. So, I 

think it was like something with keyboard-

ing. And then another one was like program-

ming, I think. So very basic. 

 

I just did the Credit Card training and there 

might’ve been something similar like that for 

the Phishing training. Like an online, Power-

Point, click through thing. But I don’t recall, 

that was a while ago. 

 

3 I know how to function. Especially… online 

courses, I know all the pushes and buttons. 

It's just like my iPhone. My daughter uses... 

sometimes she has to teach me. 

(it)’s always been second nature-- I came 

from the department of revenue before this. 

And they had very strict policies on like, 

locking your computer screen and having a 

clean desk policy. 

Phishing Simulations.  

• Do you get any feedback from the (phish alert button) when you clicked it? 

• Can you tell me about anything that you remember about reporting any of 

the emails that you reported?  
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Table 8. Exemplar responses to Phishing Simulations questions. 

Number Repeat Clickers Protective Stewards 

1 I don’t think so. Usually— if... HR 

send over a training, yes, but if a scam-

mer, no. 

I noticed that... you still get that email that says, 

“Thank you for reporting.” So, the message will 

pop up. 

 

2 Yeah. Well, saw like the oops page.  

Maybe like a couple, say, like three, 

two to three. 

they all seem to be the simulated ones. I always 

seem to get that message that says, “Congratula-

tions you detected a scam” or whatever. I can’t re-

call one that I would’ve reported, that said any-

thing else.  

 

3 I have one time. Matter of fact some-

thing happened, and you guys might 

check periodically. 

Well, the one’s that I have reported have all been a 

part of the program. And it was immediate, as 

soon as you sent it, you get what the button says 

but as soon as you sent it over, it was an immedi-

ate: “Good job, this is a part of the program.” So, it 

was an immediate response. 

 

Workload.  

• Regarding the amount of email that you get; how much would you say that 

your overall workload will fluctuate? 

• Do you normally only check your work email at work? 

• Do you ever feel stressed/overwhelmed at work?  

Table 9. Exemplar responses to Workload questions. 

Number Repeat Clickers Protective Stewards 

1 Usually—to me I’m always busy. Because I 

do accounting and finance, I’m always busy. 

I have to do the internal things, people who 

have trouble, purchasing. I have to review 

and then look at the budget, approve, the 

people using the P card, I have to review and 

make sure the P card is right. 

 

we’re constantly overwhelmed, constantly with 

eyes burning from too much screen time. We’re 

very behind on everything. 

2 It can be it just depends on the day. Like how 

busy it is. Overall, I feel like I can, but if it's 

like very busy with [CLIENTS] nonstop, 

which happens sometimes, my work might 

go into the next day. 

I knew other people in the team that are [over-

whelmed] on a constant basis, but for me, I ha-

ven’t. It’s usually just the clients-- the internal 

clients that I’m working on—actively working 

on their tickets. So, it’s only a handful of tickets 

at a time. And as I closed them out, I’ll open up 

more. But it’s usually just the same people. 
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3 (My workload fluctuates) a lot now. Most days are pretty steady, I would say, for 

me. In my current position. This is my third po-

sition since I’ve been here. So when there’s a 

big project, you can be overwhelmed pretty 

quickly. But otherwise, it’s kinda less, I guess. 

Email Habits.  

• Do you regularly check email outside of working hours (Nights/Weekends)? 

• Which device(s) do you use when checking email? 

Table 10. Exemplar responses to Email Habits or Workflow Habits questions. 

Number Repeat Clickers Protective Stewards 

1 90% is on the office. 2% would be at home. 

*Author acknowledges that this does not add to 

100%, this was the subject's response. 

 

Yes 

 

2 mobile would be like 10 percent... more so week-

ends. 

 

Yes. Probably 90/10 on the laptop. 

3 when I leave work Friday after I check my email 

that is my day. Okay. I turn my computer back 

on Sunday to look at my things to do list, but I 

still check my email. 

90% of the time is definitely on the PC. 

And then 10%... on the cell phone. 

*Phones were used for checking email dur-

ing off hours. 

4 Discussion 

One of the most interesting, and unexpected findings of this study was not directly re-

lated to the explicit data collection. Upon completion of the online survey portion of 

the study, the final question asked volunteers to provide a “code word” which would 

later be used to match their answers to the interview transcripts, for the purpose of 

minimizing the likelihood of revealing the identity of volunteers. Volunteers were ex-

plicitly instructed that they would need to later provide this “code word” to the inter-

viewers and that they should choose something that they would easily recall. All par-

ticipants from the protective stewards group accurately recalled their code word, and 

all the repeat clickers failed to recall their code word. The research team was still able 

to match online responses to the interviews based on the timing of each.  
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4.1 Analysis of Online Survey Responses 

While scores from the online surveys were not statistically compared between the 

groups due to the small sample sizes investigated, some of the differences are notewor-

thy. For example, repeat clickers reported higher confidence in their ability to detect 

phishing emails, which is consistent with some studies which have found that unjusti-

fied high levels of confidence are related to increased susceptibility to phishing. In par-

ticular, that study’s findings indicate that “overclaimers”, people who grossly overesti-

mate their phishing detection ability, are more vulnerable than other individuals (Jones, 

2023). It is also worth drawing attention to the higher level of anxiety reported by repeat 

clickers when accessing online services. It is unclear why this discrepancy exists, but 

higher levels of internet anxiety might be due to prior victimization. Two of the three 

repeat clickers reported previously being victimized by online fraud.  

In considering the number of hours spent online conducting various activities, pro-

tective stewards reported spending approximately 12 times more time shopping online, 

and twice as much time watching videos, than did the repeat clickers. In contrast, the 

repeat clickers spent almost twice as much time on social media and email compared 

to protective stewards. Additional research should examine whether these findings ex-

tend to larger samples, but these insights to point toward additional research efforts 

which might focus on non-email usage behaviors that might predict, or help explain, 

repeat clicker behavior patterns.   

 The differences in the mean scores on the Need for Cognition, Curiosity, Tolerance 

for Ambiguity, Risk Taking Index, and Risk Avoidance scales should be treated cau-

tiously because of the small sample sizes involved. Additional research and theoretical 

support will make the findings related to the Distrust and Locus of Control scales more 

interesting.  

 The Distrust Scale (Tellegen, 1995) assesses the subject’s propensity to distrust or 

be suspicious of others, “I suspect hidden motives in others” being an example item. 

Several research studies on susceptibility to phishing point toward suspicion as being a 

major factor in susceptibility (Vishwanath, 2022). The higher levels of distrust reported 

by the protective stewards may be an indication of higher suspicion levels in this pop-

ulation of users and this is something which should be explored in more depth in future 

research.  

 The higher Locus of Control scores among repeat clickers indicates that this group 

feels more in control of their own destiny and ability to improve performance than the 

protective stewards. This finding is somewhat puzzling and deserves more exploration. 

Other studies have found that individuals with a high locus of control were more likely 

to be the victims of cyber-scams (Whitty, 2019). The findings of this study agree with 

those findings as well as the findings of an associated study (Canham et al, under re-

view). These findings also deserve more research focus. A potential explanation is that 

there is a relationship between an internally oriented locus of control and a higher level 

of confidence for detecting phishing emails, and this commonality might be driving the 

repeat clicker behavior pattern.  
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4.2 Analysis of Interview Responses 

Phishing Simulation Training. None of the interviewees initially admitted to clicking 

the embedded hyperlinks in the simulated phishing emails. It should be noted that the 

KnowBe4 phishing simulation platform used in the initial study (Canham et al., 2021) 

provided immediate feedback in the form of an “oops” landing page which advised an 

employee that they had fallen prey to a simulated phishing email and provided an ex-

planation for indicators they could have used to identify the email as a potential phish. 

It is unknown whether this reluctance was motivated by a desire for prosocial respond-

ing, embarrassment, a lack of memory, or a combination of these factors. However, 

when coaxed, all of repeat clickers admitted to clicking the links in “one or two” emails, 

none reported clicking the hyperlinks in more than three emails. Recall that all the vol-

unteers from this group had clicked eight or more hyperlinks. This point deserves more 

attention because there is reason to believe that memory might be a factor in this reluc-

tance to account for clicking more hyperlinks.  

While this is currently speculative, the lack of recalling falling prey to simulated 

phishing emails and the inability to recall their own “code words” is suggestive of a 

common cognitive factor driving both observed results. Considering that previous re-

search studies also found that neither habitual clickers nor habitual non-clickers re-

called clicking the links within simulated phishing emails (or ignoring them), suggests 

that both groups are handling potential phishing emails through automated cognitive 

processes (Caputo et al., 2013). If these findings replicate in future studies, it could 

have significant implications for security awareness training. For example, for repeat 

clickers, training which reinforces automatic processes may be more successful than 

training regimens which exclusively focus on security awareness or knowledge.   

An interesting finding from the protective stewards group was that they seemed to 

identify the simulated phishing tests as coming from the information security depart-

ment and acknowledged that this was reinforced by the feedback that they received 

which indicated that the attempt had been a simulation. Security awareness trainers 

might consider withholding immediate feedback when simulated phishing exercises are 

correctly identified and reported. In contrast to failed training simulations, providing 

immediate feedback on reported emails might inadvertently train higher performing 

employees to identify emails which “look” like training emails, potentially making 

these employees more susceptible to actual malicious emails. Other studies have found 

that in fact protective stewards enjoy identifying simulated phishing emails that are 

very difficult to detect, particularly when this is contextualized within a gamified com-

petition (Canham et al., 2022).  

 

Workload and Email Habits. One potential explanation for the repeated victimization 

of a subgroup of employees is that this subset is overworked or overloaded and are thus 

more susceptible to phishing emails due to situational factors (because they are dis-

tracted or under a heavier cognitive load). The interviewees from both groups reported 

high levels of workload with heavy fluctuations, making workload an unlikely expla-

nation for repeat clicking.  
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There were differences reported in the email habits between the two groups. Even 

though both groups reported checking email primarily during work hours, repeat click-

ers reported much higher aversion to checking work email during off hours. One inter-

viewee from the repeat clickers group reported that s/he refused to check email during 

the weekends. Protective stewards by contrast have much more fluidity in checking 

work email on or off work hours.  

 

Techniques and Strategies. In describing actions taken to determine whether an email 

is legitimate, both groups reported looking for similar cues (email domain name, mis-

spelling, odd grammar, or unrelated to job), suggesting that both groups possessed the 

relevant knowledge required to identify and avoid suspicious email.  

 

Actions in Response to suspicious email. In response to receiving a suspicious email, 

both groups also reported taking similar actions to report the email to the security de-

partment (CERT). One interviewee from the repeat clicker sample reported printing 

suspicious emails on paper when evaluating them. It was unclear what benefit this was 

supposed to impart. Both groups appeared to know the suspicious email policy.  

 

Perceived Technological Prowess. There were some interesting differences in the self-

assessed technical knowledge between the two groups of interviewees. Technical 

knowledge in this context referred to information technology knowledge and capability, 

but not necessarily security related knowledge. All the protective stewards reported 

having previously received some security related training, with one of the repeat click-

ers reporting receiving training sometime previously. One of the protective stewards 

reported being a certified Microsoft database administrator.   

5 Conclusion 

This work represents one of the first efforts to uncover insights into the factors driving 

repeat clicker behavior. The exploratory nature of the study and small sample size limit 

the inferences which can be drawn from findings; however, this study points toward 

several potentially fruitful lines of future research which should be explored.  

Perhaps the most interesting finding of this study was not intentionally sought, but 

instead discovered accidentally. The inability to recall “code words” by repeat clickers, 

combined with an inability to recall simulated phishing failures, and rigid email habits 

are suggestive of an underlying common cognitive factor at play with repeat clickers. 

A potential reason that repeat clickers have more rigid habits is that they are compen-

sating for a cognitive deficiency that is also contributing to less effective recall. This is 

something that needs to be explored in future research efforts. 

All the volunteers in this study had received some form of limited security awareness 

training from the organization. All but one of the protective stewards recalled receiving 

this training, and none of the repeat clickers recalled receiving it. This finding leads to 

the question of whether the training was effective even though it was not explicitly 

recalled. Both groups were able to identify multiple indicators of suspicious email 
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messages, and so it is likely that some of the lessons from the training were retained. 

This knowledge withstanding, the protective stewards unquestionably had more general 

technology-related knowledge and were more capable at articulating technically related 

concepts than the repeat clickers.  

Future research should also seek to understand the relationship between higher in-

ternal locus of control and cybercrime susceptibility. The findings of this study are con-

sistent with those of (Whitty, 2019) and another unpublished study. It is unclear 

whether there is a relationship between more internally oriented locus of control and 

higher reported confidence in phishing detection, but this warrants additional explora-

tion. The organization participating in the study requested that age not be collected from 

the volunteers, so it is unknown whether this is a contributing factor to these findings.  

The termination of employees in this category is not always feasible; therefore, it is 

critical to better understand the causal factors for repeat clicking behavior in to enable 

security professionals to effectively address this critical security risk.  
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