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Abstract. Surrogate models play a crucial role in retrospectively inter-
preting complex and powerful black box machine learning models via
model distillation. This paper focuses on using model-based trees as sur-
rogate models which partition the feature space into interpretable regions
via decision rules. Within each region, interpretable models based on ad-
ditive main effects are used to approximate the behavior of the black
box model, striking for an optimal balance between interpretability and
performance. Four model-based tree algorithms, namely SLIM, GUIDE,
MOB, and CTree, are compared regarding their ability to generate such
surrogate models. We investigate fidelity, interpretability, stability, and
the algorithms’ capability to capture interaction effects through appro-
priate splits. Based on our comprehensive analyses, we finally provide an
overview of user-specific recommendations.

Keywords: Interpretability · Model distillation · Surrogate model · Model-
based tree.

1 Introduction

Various machine learning (ML) algorithms achieve outstanding predictive perfor-
mance, but often at the cost of being complex and not intrinsically interpretable.
This lack of transparency can impede their application, especially in highly reg-
ulated industries, such as banking or insurance [8]. A promising class of post-hoc
interpretability methods to provide explanations for these black boxes are so-
called surrogate models, which are intrinsically interpretable models – such as
linear models or decision trees – that approximate the predictions of black box
models [21]. The learned parameters of surrogate models (e.g., the coefficients
of a linear model or the tree structure) are thereby used to provide insights
into the black box model. The usefulness of these explanations hinges on how
well they approximate the predictions of the original ML model. If a surrogate
model is too simple to accurately approximate a complex black box model on
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the entire feature space, it cannot reliably explain the general behavior of the
underlying ML model. This is especially the case if the underlying ML model
comprises feature interactions and highly non-linear feature effects. Other exist-
ing methods have, therefore, focused on local surrogate models to explain single
observations. The idea is that while simple surrogate models may not accurately
approximate the complex ML model on the entire feature space, they might be a
good approximation in the immediate vicinity of a single observation. However,
such local explanations cannot be used to explain the general model behavior.
We would require to produce and analyze multiple local explanations to get an
understanding of the general model behavior, which is inconvenient because the
sheer number of local models increases run-time while impeding interpretability.

One promising idea to trade-off between global and local explanations is to
train a global surrogate model that automatically finds regions in the feature
space where the ML model’s predictions can be well described by interpretable
surrogate models using only main effects.3 [14] introduced surrogate locally-
interpretable models (SLIM) using model-based trees (MBTs) to find distinct
and interpretable regions in the feature space where the ML model’s predictions
can be well described by a simple additive model that consists only of feature
main effects in each leaf node. As such, SLIM generates regional additive main
effect surrogate models which approximate the underlying ML model predictions
and can be combined into a global surrogate model. Other MBT algorithms have
already been introduced before SLIM, but not as a surrogate model for post-hoc
interpretation, for example, model-based recursive partitioning (MOB) [28], con-
ditional inference trees (CTree) [11], and regression trees with unbiased feature
selection and interaction detection (GUIDE) [17]. All these MBT algorithms are
decision trees and usually differ in their splitting procedure and the objective
used for splitting. While the well-known CART algorithm [3] estimates constant
values in the leaf nodes, MBTs fit interpretable models – such as a linear model.

Contributions This paper aims to inspect SLIM, MOB, CTree, and GUIDE
and their suitability as regional additive main effect surrogate models4 which
approximate the underlying ML model predictions well. We specifically focus on
main effect models because they enable good interpretability of the models in
the leaf nodes. In the ideal case, interactions should then be handled by splits,
so that the leaf node models are free from interaction effects. In a simulation
study, we apply the four MBT approaches as post-hoc surrogate models on the
ML model predictions and compare them with regard to fidelity, interpretability,
and stability – as tree algorithms often suffer from poor stability [4]. We analyze
their differences and provide recommendations that help users to choose the
suitable modeling technique based on their underlying research question and
data.
3 In regions where only a few feature interactions are present, an additive main effect
model is expected to be a good approximation.

4 Meaning surrogate models that partition the feature space into interpretable regions
and fit an additive main effect model within each region (e.g., a linear model using
only first-order feature effects).
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Reproducibility and Open Science The scripts to reproduce all experiments can
be found at https://github.com/slds-lmu/mbt_comparison. It also contains
the code for the SLIM and GUIDE algorithms, displaying (to the best of our
knowledge) the first implementations of these approaches available in R. For the
MOB and CTree algorithms the implementations of the R package partykit [12]
were used.

2 Related Work

The purpose of surrogate models is to approximate the predictions of a black
box model as accurately as possible and to be interpretable at the same time
[21]. Global or local surrogate models are used based on whether the goal is to
achieve a global interpretation of the black box model (model explanation) or
to explain predictions of individual input instances (outcome explanation) [19].

Global Surrogate Models The concept of global surrogate models is also known
as model distillation, which involves training a simpler and more interpretable
model (the distilled model) to mimic the predictions of a complex black box
model. If the performance is good enough (i.e., high fidelity), the predictions of
the black box model can be explained using the interpretable surrogate model.
The main challenge is to use an appropriate surrogate model that balances the
trade-off between high performance and interpretability [21]. For example, linear
models are easily interpretable, but may not capture non-linear relationships
modeled by the underlying ML model. Some researchers explore tree-based or
rule-based approaches for model distillation [2,5,20]. Others propose promising
models like generalized additive models plus interactions (GA2M) that include
a small number of two-way interactions in addition to non-linear main effects to
achieve both high performance and interpretability [18].

Local Surrogate Models Local interpretable model-agnostic explanations (LIME)
[23] is probably the most prominent local surrogate model. It explains a single
prediction by fitting a surrogate model in the local neighborhood around the
instance of interest. This can, for example, be achieved by randomly sampling
data points following the distribution of the training data and weighting the data
points according to the distance to the instance of interest. This local approach
offers an advantage over global surrogate models, as it allows for a better balance
between model complexity and interpretability by focusing on a small region of
the feature space, thereby achieving a higher fidelity in the considered locality.
However, the selection of an appropriate neighborhood for the instance of interest
remains a challenging task [16]. A major drawback of LIME is its instability, as
a single prediction can obtain different explanations due to different notions and
possibilities to define the local neighborhood. Several modifications of LIME
have been proposed to stabilize the local explanation, including S-LIME [29]
and OptiLIME [27].
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Regional Surrogate Models The idea of regional surrogate models is to partition
the feature space into appropriate regions in which fitting a simple interpretable
model is sufficient. For example, K-LIME [7] uses an unsupervised approach to
obtain K partitions via K-means clustering. In contrast, locally interpretable
models and effects based on supervised partitioning (LIME-SUP) [13] – also
known as SLIM [14] – use a supervised approach (MBT) to partition the feature
space according to a given objective.

To the best of our knowledge, the suitability of well-established model-based
tree algorithms (e.g., MOB, CTree, and GUIDE) as surrogate models has not
been investigated so far.

3 Background: Model-Based Trees

In the following, the general framework underlying MBTs is introduced and the
different algorithms are presented.

3.1 General Notation

We consider a p−dimensional feature space X and a target space Y (e.g., for
regression Y = R and for classification Y is finite and categorical with |Y| = g
classes). The respective random variables are denoted by X = (X1, . . . , Xp) and
Y . The realizations of n observations are denoted by (y(1),x(1)), ..., (y(n),x(n)).
We further denote xj as the j-th feature vector containing the observed feature
values of Xj . Following [28] and [26], let M((y,x), θ) be a parametric model,
that describes the target y as a function of a feature vector x ∈ X and a vector
of parameters θ ∈ Θ. As a surrogate model the notation M((ŷ,x), θ) is used,
i.e. the surrogate estimates the predictions of the black box model ŷ. Thus, y
denotes the observed ground truth, ŷ the black box model predictions, and ˆ̂y the
surrogate model predictions. For regional surrogate models, the feature space is
partitioned into B distinct regions {Bb}b=1,...,B with the corresponding locally
optimal vector of parameters θb in each partition b = 1, ..., B.

3.2 Model-based Tree (MBT) Algorithms

In this section, the four MBT algorithms SLIM, MOB, CTree, and GUIDE are
described, and theoretical differences are explained. All MBTs can be described
by the following recursive partitioning algorithm:

1. Start with the root node containing all n observations.
2. Fit the model M to all observations in the current node to estimate θ̂b.
3. Find the optimal split within the node.
4. Split the current node into two child nodes until a certain stop criterion5 is

met and repeat steps 2-4.

5 For example, until a certain depth of the tree, a certain improvement of the objective
after splitting, or a certain significance level for the parameter instability is reached.
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Table 1. Comparison of MBT algorithms

Algorithm Split point selection Test Implementation

SLIM exhaustive search - -
MOB two-step score-based fluctuation R partykit
CTree two-step score-based permutation R partykit
GUIDE two-step residual-based χ2 binary executable

SLIM uses an exhaustive search to select the optimal split feature and split point.
Due to the exhaustive search, SLIM might suffer from a selection bias similar
to CART.6 MOB, CTree, and GUIDE apply a 2-step procedure to combat the
selection bias [25]:

1. Select the feature with the highest association with the target y to perform
the splitting (partitioning). The hypothesis tests used to determine the most
significant association differ between the MBT algorithms.

2. Search for the best split point only within this feature (e.g., by exhaustive
search or again by hypothesis testing).

We will use all four algorithms as surrogate MBTs in conjunction with a lin-
ear main effect model M((ŷ,x), θb) = θ0,b + θ1,bx1 + ... + θp,bxp with θb =
(θ0,b, ..., θp,b)

T for a (leaf) node b such that the splits are based on feature in-
teractions. The assumption here is that if the main effects in the nodes are
well-fitted, any lack of fit must come from interactions. Therefore, each feature
can be used for splitting as well as for regressing (i.e., to train the linear main
effect model in each node). In the following, the four approaches are presented
in more detail. Table 1 gives a concise comparison of them.

SLIM The SLIM algorithm performs an exhaustive search to find the optimal
split point based on a user-defined objective function. [14] use the sum of squared
errors – similar to CART but fit more flexible parameterized models (such as an
L1-penalized linear model) instead of constant values. The computational effort
for estimating all possible child models that are trained at each potential split
point becomes very large with an increasing number of possible partitioning
features. For this reason, [14] developed an efficient algorithm for estimating
them for the case of linear regression, linear regression with B-spline transformed
features, and ridge regression (see [14] for more details).

To avoid overfitting and to obtain a small interpretable tree, [14] use the
approach of post-pruning. In order to keep the computational effort as low as
possible, we use an early stopping mechanism: a split is only performed if the
objective after the best split improves by at least a fraction of γ ∈ [0, 1] (com-
pared to the objective in the parent node). To the best of our knowledge, no

6 According to [11] an algorithm for recursive partitioning is called unbiased when,
under the conditions of the null hypothesis of independence between target y and
features x1, ...,xp, the probability of selecting feature xj is 1/p for all j = 1, ..., p
regardless of the measurement scales or the number of missing values.
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openly accessible implementation of SLIM exists and we implemented SLIM in
R as part of this work.

MOB After an initial model is fitted in step 2, MOB examines whether the
corresponding parameter estimates θ̂b are stable. To investigate this, the score
function of the parametric model trained in the node is considered, which is
defined by the gradient of the objective function with respect to the parameter
vector θb. To test the null hypothesis of parameter stability, the M-fluctuation
test is used [28]. The feature for which the M-fluctuation test detects the highest
instability (smallest p-value) is chosen for splitting. The choice of the optimal
split point with respect to this feature is then made by means of an exhaustive
search, analogous to SLIM. MOB uses the Bonferroni-adjusted p-value of the
M-fluctuation test as an early stopping criterion. That means a split is only
performed if the instability is significant at a given significance level α. MOB
generally distinguishes between regressor features, which are only used to fit the
models in the nodes, and features, which are only used for splitting. However, [28]
do not explicitly exclude overlapping roles as assumed here. MOB is implemented
in the partykit R package [12].

CTree CTree – similarly to MOB – tries to detect parameter instability by
measuring the dependency between potential splitting features and a transfor-
mation h() of the target. A common transformation used in MBTs is the score
function, which is also used for MOB. Also, other transformations such as the
residuals could be used. However, [25] argues that the score function is generally
preferred since it performs best in detecting parameter instabilities.

CTree uses a standardized linear association test to test the independence
between the transformation h() and the potential split features. In the linear
model case with continuous or categorical split features, this is equal to the
Pearson correlation and one-way ANOVA test, respectively [25]. The final test
statistic follows an asymptotic χ2–distribution under the null hypothesis. The
feature with the smallest p-value is selected as the splitting feature. As for MOB,
a Bonferroni-adjusted p-value is used as an early stopping criterion [11].

Unlike SLIM and MOB, the split point is selected by a statistical hypoth-
esis test. The discrepancy between two subsets is measured with a two-sample
linear test statistic for each possible binary split. The split that maximizes the
discrepancy is chosen as the split point [11]. [25] state that the linear test used in
CTree has higher power in detecting smooth relationships between the scores and
the splitting features compared to the M-fluctuation test in MOB. MOB, on the
other hand, has a higher ability in detecting abrupt changes. An implementation
of CTree is also part of the partykit R package [12].

GUIDE GUIDE [17] uses a categorical association test to detect parameter in-
stabilities. Specifically, a χ2–independence test between the dichotomized resid-
uals at 0 (only the sign of the residuals matter) of the fitted model and the cate-
gorized features are performed and the p-values of these so-called curvature tests
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are calculated. In addition to the curvature tests, GUIDE explicitly searches for
interactions by using again χ2–independence tests. If the smallest p-value comes
from a curvature test, the corresponding feature is chosen as the partitioning fea-
ture. If the smallest p-value is from an interaction test, the categorical feature
involved, if any, is preferably chosen as the splitting feature. If both involved
features are categorical, the feature with the smaller p-value of the curvature
test is chosen for splitting. In the case of two numerical features, the choice is
made by evaluating the potential child models after splitting with respect to
both features. Subsequently, a bootstrap selection bias correction is performed.
In the original GUIDE algorithm developed by [17], categorical features are only
used for splitting due to the large number of degrees of freedom that are needed
for the parameter estimation of categorical features. GUIDE is only available as
a binary executable under https://pages.stat.wisc.edu/~loh/guide.html.
We incorporated GUIDE as an option for the SLIM implementation in R. Prun-
ing is therefore carried out in the same way as for SLIM.

4 Comparison Study

Here, we first define desirable properties of MBTs when used as surrogate models
on the predictions of an ML model. To quantify these properties and compare
them for the different MBT algorithms, we define several evaluation measures.
Then, we compare SLIM, MOB, CTree, and GUIDE based on these measures
for different experimental settings and provide recommendations for the user.

4.1 Desirable Properties and Evaluation Measures

The following properties of MBTs are desirable:

– Fidelity: To derive meaningful interpretations, the predictions of the ML
model need to be well approximated by the MBT.

– Interpretability: To provide insights into the inner workings of the ML
model, the MBT needs to be interpretable and hence not too complex to be
understood by a human.

– Stability: Since MBTs are based on decision trees, they might be unstable
in the sense that they are not robust to small changes in the training data
[4]. However, stable results are needed for reliable interpretations.

These properties are measured using the evaluation metrics below.

Fidelity To evaluate the fidelity of an MBT as a surrogate model, we use the
R2, which is defined by

R2
({

ŷ, ˆ̂y
})

= 1−
∑n

i=1(ˆ̂y
(i)−¯̂y)

2

∑n
i=1(ŷ(i)−¯̂y)

2 ,
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where ˆ̂y(i), i = 1, ..., n are the predictions of the MBT model and ¯̂y is the arith-
metic mean of the ML model predictions ŷ(i). Fidelity is measured on training
data but also on test data in order to evaluate the MBT’s fidelity on unseen
data.

Interpretability If different MBTs fit the same interpretable models within the
leaf nodes (as done in the following experiments), the interpretability comparison
of MBTs reduces to the complexity of the respective tree structure. Therefore,
the number of leaf nodes is used here to evaluate the interpretability, since fewer
leaf nodes lead to shallower trees which are easier to understand and interpret.

Stability We consider an MBT algorithm stable if it partitions the feature space
in the same way after it has been applied again on slightly different training
data. To compare two MBTs, an additional evaluation data set is used that is
partitioned according to the decision rules learned by each of the two MBTs. If
the partitioning is identical for both MBTs, the interpretation of the decision
rules is also assumed to be identical, which suggests stability.

To measure the similarity of regions found by MBTs trained on slightly dif-
ferent data, the Rand index (RI) [22], which was introduced for clustering ap-
proaches, is used. The RI defines the similarity of two clusterings A,B of n
observations each by the proportion of the number of observation pairs that
are either assigned to the same partition in both clusterings (n11) or to differ-
ent partitions in both clusterings (n00) measured against the total number of
observation pairs [6]:

RI(A,B) = n11 + n00(
n
2

) .

When comparing MBTs, the clusterings in the RI are defined by the regions
based on the decision rules learned by the MBTs. Since the number of leaf nodes
influences the RI, we only compute RIs for MBTs with the same number of leaf
nodes. A high RI for a pair of MBTs with the same number of leaf nodes indicates
that the underlying MBT algorithm is stable for the analyzed scenario.

Additionally, the range of the number of leaf nodes is used as a measure of
stability. It is assumed that MBTs are more unstable if the number of leaf nodes
for different simulation runs varies strongly.

4.2 Experiments

Here, we empirically evaluate the four presented MBT algorithms with respect
to fidelity, interpretability, and stability as surrogate models to interpret the un-
derlying ML model. Therefore, we define three simple scenarios (linear smooth,
linear categorical, linear mixed) which mainly differ regarding the type of in-
teractions. Thus, we evaluate how well the MBT algorithms can handle these
different types of interactions to provide recommendations for the user at the
end of this section, depending on the underlying data and research question.
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Simulation setting Since the measures for interpretability and fidelity strongly
depend on the early stopping configuration of γ for SLIM and GUIDE and α
for MOB and CTree, the simulations are carried out for three different values
of each of these parameters for all three scenarios and for a sample size of n =
1500 of which ntrain = 1000 observations are used for training and ntest = 500
observations for testing. All MBT algorithms are fitted as surrogate models on
the predictions of a correctly specified linear model (lm) or generalized additive
model (GAM) and on an XGBoost model with correctly specified interactions.
Further specifications of the hyperparameters for the XGBoost algorithm for
each scenario can be found in Online Appendix B.1 [10]. Table 2 provides an
overview of all 3 × 3 × 2 = 18 variants for each of the four MBT algorithms.
Hyperparameters that are fixed in all variants are a maximum tree depth of 6 and
a minimum number of observations per node of 50. We perform 100 repetitions.
Fidelity and interpretation measures are calculated in each simulation run. The

Table 2. Definition of variants for all simulation settings.

Varied factors levels

Scenario linear smooth, linear categorical, linear mixed
Early stopping config. α ∈ {0.05, 0.01, 0.001}, γ ∈ {0.05, 0.1, 0.15}
Surrogate model lm/GAM, XGBoost

RIs are calculated after the simulation based on pairwise comparisons of the final
regions of an evaluation data set. More detailed steps on the quantification of the
RI for the stated simulation settings are explained in Online Appendix A [10].

Linear smooth

Scenario definition The DGP in this scenario includes one smooth two-way inter-
action between two numeric features and is defined as follows: Let X1, X2, X3 ∼
U(−1, 1), then the DGP based on the n drawn realizations is given by y = f(x)+ϵ
with f(x) = x1 + 4x2 + 3x2x3 and ϵ ∼ N (0, 0.01 · σ2(f(x))).

Results Aggregated results on interpretability and fidelity are provided for all
four MBT algorithms as surrogate models on the respective black box model in
Table 3. Since the DGP is rather simple, all MBTs have a high fidelity but they
also require a very high number of leaf nodes since the smooth interactions can
only be well approximated by many binary splits. To compare the fidelity, we
focus on configuration γ = α = 0.05 since this configuration leads to a similar
mean number of leaf nodes for all four algorithms. We see that, for a similar
number of leaf nodes, the fidelity is equally high for the four MBTs, whereby
the fidelity of MOB and CTree deviate less over the repetitions.

The number of leaf nodes fluctuates considerably more for SLIM and GUIDE
than for MOB and CTree even when γ and α are fixed. In general, we can see
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that the R2, which measures fidelity, increases with an increasing number of leaf
nodes for all models, reflecting the trade-off between fidelity and interpretability.

Table 3. Simulation results on 100 simulation runs for all four MBTs as surrogate
models on the scenario linear smooth with sample sizes ntrain = 1000 and ntest = 500
for different values of γ and α. The mean (standard deviation) fidelity on the training
data for the lm is 0.9902 (0.0006) and for the XGBoost 0.9858 (0.0008). On the test data
set the respective fidelity values for the lm are 0.9901 (0.0008) and for the XGBoost
0.9768 (0.0018).

Black box MBT γ/α Number of Leaves R2
train R2

test

mean min max mean sd mean sd

lm SLIM 0.15 2.06 2 3 0.9650 0.0043 0.9631 0.0046
lm SLIM 0.10 12.11 5 16 0.9965 0.0052 0.9958 0.0060
lm SLIM 0.05 15.70 14 16 0.9995 0.0001 0.9993 0.0001
lm GUIDE 0.15 2.07 2 3 0.9651 0.0044 0.9632 0.0049
lm GUIDE 0.10 12.03 5 16 0.9965 0.0051 0.9957 0.0060
lm GUIDE 0.05 15.75 14 16 0.9995 0.0001 0.9993 0.0001
lm MOB 0.001 15.78 14 16 0.9994 0.0001 0.9993 0.0001
lm MOB 0.010 15.78 14 16 0.9994 0.0001 0.9993 0.0001
lm MOB 0.050 15.78 14 16 0.9994 0.0001 0.9993 0.0001
lm CTree 0.001 15.22 13 17 0.9993 0.0001 0.9992 0.0001
lm CTree 0.010 15.22 13 17 0.9993 0.0001 0.9992 0.0001
lm CTree 0.050 15.22 13 17 0.9993 0.0001 0.9992 0.0001

XGBoost SLIM 0.15 2.31 2 6 0.9665 0.0069 0.9629 0.0079
XGBoost SLIM 0.10 7.33 2 14 0.9850 0.0060 0.9814 0.0062
XGBoost SLIM 0.05 14.30 8 17 0.9948 0.0010 0.9909 0.0017
XGBoost GUIDE 0.15 2.26 2 5 0.9664 0.0067 0.9628 0.0077
XGBoost GUIDE 0.10 6.92 2 14 0.9847 0.0061 0.9811 0.0062
XGBoost GUIDE 0.05 14.15 8 17 0.9945 0.0010 0.9906 0.0017
XGBoost MOB 0.001 10.89 8 13 0.9944 0.0005 0.9904 0.0011
XGBoost MOB 0.010 11.96 9 15 0.9946 0.0005 0.9906 0.0011
XGBoost MOB 0.050 12.86 11 15 0.9948 0.0005 0.9908 0.0011
XGBoost CTree 0.001 12.09 9 15 0.9940 0.0006 0.9900 0.0012
XGBoost CTree 0.010 13.21 10 15 0.9943 0.0006 0.9902 0.0013
XGBoost CTree 0.050 14.09 11 17 0.9944 0.0006 0.9904 0.0012

Considering stability, SLIM and GUIDE provide – for each configuration of
γ – similar results for the number of leave nodes (interpretability) and for the
R2 values (fidelity). While these measures are rather sensitive with regard to the
value of γ, the variation of α has a much smaller impact on the results for MOB
and CTree. Moreover, Figure 1 shows the RIs of the four algorithms applied to
the XGBoost model for tree pairs with identical numbers of leaf nodes. For a
lower number of leaf nodes, MOB and CTree seem to generate more stable trees
for this scenario. This effect diminishes with an increasing number of nodes and is
also not apparent for the linear model (see Figure 1 in Online Appendix B.2 [10]).
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Fig. 1. RI for the four MBT algorithms when used as surrogate models for an XGBoost
model for the scenario linear smooth with ntrain = 1000 and ntest = 500, α = γ = 0.05.
The numbers below the boxplots indicate the number of tree pairs, for which both trees
have the respective number of leaf nodes. Higher values are better.

Linear categorical

Scenario definition Here, a scenario definition based on [9] with linear main
effects and interactions between numerical and binary features (i.e., subgroup-
specific linear effects) is regarded: Let X1, X2 ∼ U(−1, 1), X3 ∼ Bern(0.5),
then the DGP based on n drawn realizations is defined by y = f(x) + ϵ with
f(x) = x1 − 8x2 + 16x21(x3=0) + 8x21(x1>x̄1) and ϵ ∼ N (0, 0.01 · σ2(f(x))). In
this scenario, the DGP is not determined by a smooth interaction but can be
fully described by main effect models in four regions. Assuming that the ML
model accurately approximates the real-world relationships, if the regions of the
MBTs are defined by a (first-level) split with respect to the binary feature x3

and by a (second-level) split at the empirical mean of feature x1, the final regions
only contain main effects of the given features as defined in the DGP.

Results Aggregated results on interpretability and fidelity are provided for all
four MBT algorithms as surrogate models on the respective black box model
in Online Appendix B.3 [10]. In all scenarios – independent of the early stop-
ping configurations – SLIM and GUIDE lead to fewer leaves than MOB and
CTree. This can be explained by the chosen split features. SLIM and GUIDE
perform splits with respect to features x1 and x3, which lead to the subgroup-
specific linear effects defined by the DGP and thus, only need a few splits to
well approximate the DGP. In contrast, MOB and CTree rather choose x2 for
splitting, resulting in many splits to achieve a comparable fidelity. Hence, MOB
and CTree lead to a worse fidelity and due to many more leaf nodes to a worse
interpretability than SLIM and GUIDE for this scenario.

Figure 2 shows that, while the number of leaf nodes for SLIM and GUIDE is
always four for the regarded setting (α = γ = 0.05, see Online Appendix B.3 [10]
for an overview), the number of leaf nodes for MOB and CTree varies strongly
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Fig. 2. Test accuracy R2 vs. number of leaf nodes for the four MBT algorithms as
surrogate models for XGBoost for scenario linear categorical with ntrain = 1000 and
ntest = 500, α = γ = 0.05. The numbers below the boxplots indicate the number of
trees (from 100 simulation runs) which have the respective number of leaf nodes for
the regarded algorithm.

for the different simulation runs. It is also noticeable that MOB performs better
than CTree with the same number of leaf nodes. A possible explanation is that
the fluctuation test used within the splitting procedure of MOB performs better
in detecting abrupt changes than the linear test statistic used in CTree [25].
Online Appendix B.3 [10] also shows that SLIM and GUIDE show a better
mean fidelity compared to MOB and CTree when applied to a GAM.

Linear mixed

Scenario definition The third scenario combines the linear smooth and the linear
categorical scenarios. Hence, the DGP is defined by linear main effects, interac-
tion effects between categorical and numerical features, and smooth interactions:
LetX1, X2 ∼ U(−1, 1),X3, X4 ∼ Bern(0.5), then the DGP based on n drawn re-
alizations is defined by y = f(x)+ϵ with f(x) = 4x2+2x4+4x2x1+8x21(x3=0)+
8x1x21(x4=1) and ϵ ∼ N (0, 0.01 · σ2(f(x))).

Results Aggregated results on interpretability and fidelity are provided for all
four MBT algorithms as surrogate models on the respective black box model
in Online Appendix B.4 [10]. To compare the different MBT algorithms, we
choose the early stopping configurations, which lead to a similar mean number
of leaf nodes (γ = α = 0.05). Figure 3 shows that SLIM and GUIDE achieve
a slightly better trade-off between fidelity and interpretability than MOB and
CTree in this scenario. This can be reasoned as follows: SLIM and GUIDE split
more often with respect to the binary features compared to the other two MBT
algorithms (see Figure 4). Thus, SLIM and GUIDE use the categorical features
more often to reveal the subgroups defined by them, while MOB and particularly
CTree split almost exclusively with respect to the numerical features and hence
perform slightly worse for the same mean number of leaf nodes.
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Fig. 3. Test accuracy R2 vs. number of leaf nodes for the four MBT algorithms when
used as a surrogate model on the xgboost model for scenario linear mixed with ntrain =
1000 and ntest = 500, α = γ = 0.05. The numbers below the boxplots indicate the
number of trees (from 100 simulation runs) which have the respective number of leaf
nodes for the regarded algorithm.

Fig. 4. Relative amount of partitions which use features x3,x4 for splittings vs. the
number of leaf nodes for the four MBT algorithms when the XGBoost model is used
as a surrogate model for the scenario linear mixed with n = 1500, α = γ = 0.05.

However, MOB and CTree provide on average more stable results regarding
the RI for a fixed number of leaf nodes compared to SLIM and GUIDE (see
Figure 5).

4.3 Recommendations

Based on our analyses in this work, we provide some general recommendations
on how to choose the MBT algorithm based on the underlying data and research
question. The recommendations are based on the given assumption that we are
interested in partitioning the feature space in such a way that we receive inter-
pretable and distinct regions where regional relationships are reduced to additive
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Fig. 5. RI for the four MBT algorithms when used as a surrogate model for the scenario
linear mixed with ntrain = 1000 and ntest = 500, α = γ = 0.05. The numbers below
the boxplots indicate the number of tree pairs (from 4950 pairs), for which both trees
have the respective number of leaf nodes. Higher values are better.

(linear) main effects of the features. Hence, the feature space is partitioned such
that feature interactions are reduced.

If features cannot be separated into modeling and partitioning features (as
is the case here), we recommend to

1. use SLIM and GUIDE on subgroup detection tasks (scenario linear categor-
ical and linear mixed) since they provide a better trade-off between fidelity
and interpretability than MOB and CTree. CTree performed worst in these
settings. This is often the case when there is a higher number of categorical
features with low cardinality included in the dataset (which interact also
with numeric features in the data set).

2. use MOB and CTree in scenarios with smooth interactions (scenario linear
smooth and linear mixed) for which these algorithms produce more sta-
ble trees while performing as well as SLIM and GUIDE. These settings are
more likely for data sets with a high number of numerical features that are
interacting with each other. However, smooth interactions can often only be
modeled well by a large number of binary splits, which makes MBTs difficult
to interpret on such data. Thus, depending on the underlying feature interac-
tions, MBTs might not be the best choice. Global modeling approaches such
as GA2M [18] or compboost [24] should be considered or at least compared
to MBTs in this case.

If features can be separated into modeling and partitioning features (e.g., based
on domain-specific knowledge), we recommend using MOB which has been de-
veloped and analyzed in detail for these settings and showed good fidelity and
stable results [1,15].



Leveraging Model-based Trees for Model Distillation 15

4.4 Extensions Beyond Linearity

When the main effects learned by the black box model are non-linear, the MBTs
will not only split according to feature interactions but also according to non-
linear main effects to approximate the main effects within regions by linear
effects. This leads to deeper trees, which again are less interpretable. An al-
ternative to fitting linear models within MBTs would be to use, for example,
polynomial regression, splines, or GAMs. These models are able to account for
non-linearity such that splits can be placed according to feature interactions.
However, not all MBTs provide this flexibility to adapt the fitted model within
the recursive partitioning algorithm (at least not out-of-the-box). [14] provide
these alternatives, including efficient estimation procedures for SLIM. We apply
SLIM with more flexible models fitted within the regions on a non-linear set-
ting in Online Appendix B.5 [10] to demonstrate the differences and improved
interpretability compared to the usage of linear models. We leave adaptions and
analyses of GUIDE, MOB, and CTree for these scenarios to future research.

It is also helpful to add a regularization term for settings with many potential
noise features to obtain more interpretable and potentially more stable results.
SLIM again allows adding any regularization term (e.g., Lasso regularization
for feature selection) out of the box. Such an analysis can be found in Online
Appendix B.6 [10] for the MBTs as surrogate models for the (correctly specified)
linear model and as a standalone model on the DGP. Further analyses using other
ML models and diverse hyperparameters are also a matter of future research.

5 Discussion

While SLIM and GUIDE performed strongly in most of our simulation settings,
they often showed less stable results compared to MOB and CTree in our anal-
yses. In some scenarios, the tree size varied greatly for both algorithms. This
observation might depend on the chosen hyperparameter configuration. Thus,
SLIM and GUIDE could be improved by tuning the early stopping hyperparam-
eters or by adding a post-pruning step to receive more stable results.

Furthermore, SLIM might be sensitive regarding a selection bias which is
common in recursive partitioning algorithms based on exhaustive search. In
contrast, MOB, CTree, and GUIDE circumvent that problem by a two-step
approach in their splitting procedure which is based on parameter stability tests
[25]. How the selection bias influences the trees fitted in these settings as well as
the investigation of an extended setup of more complex scenarios and real-world
settings are interesting open questions to analyze in future work.

In conclusion, it can be said that MBT algorithms are a promising addition
– although not a universal solution – to interpreting the black box models by
surrogate models. By combining decision rules and (non-linear) main effect mod-
els, we might achieve high fidelity as well as high interpretability at the same
time. However, interpretability decreases very quickly with a high number of
regions. Thus, the trade-off between fidelity and interpretability remains, and
the compromise to be found depends on the underlying use case.
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A Details on Quantifying the Rand index

The detailed steps for the quantification of the RI in the simulations in Section
4.2 can be described as follows:

1. Simulate evaluation data (50000 observations) from the DGP
2. For each simulation run in 1 : 100 runs:

(a) Simulate data (n = 1500) and perform train/test split ( 23/
1
3 )

(b) Train MBT on the training data, calculate fidelity measures on the train
and test set, and extract the number of leaf nodes

(c) save the partitioning of the evaluation data defined through the trained
MBT

3. For each of the (100(100− 1)/2 = 4950 MBT pairs
(a) Sample 1000 observations from the evaluation data sets
(b) If both trees have the same number of leaf nodes, calculate the RI for

the two partitions of the sampled evaluation data subset

B More Results and Details on Experiments

Here, we provide more details on the experiments described in Section 4.2. There-
fore, details on model configurations are described as well as further results and
detailed analyses are provided.

B.1 Hyperparameter Configurations

In the experiments of Section 4.2, an XGBoost algorithm was used as a black
box model (besides a correctly specified lm or GAM) with correctly specified
interaction terms. In Table 1 the XGBoost hyperparameter configurations, which
were used for the simulations of Section 4.2, are defined.

⋆ These authors contributed equally to this work.
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Table 1. XGBoost hyperparameter configurations for the three scenarios linear
smooth, linear categorical, and linear mixed of the experiments in Section 4.2.

linear smooth linear categorical linear mixed

max depth 5 3 5
eta 0.5 0.5 0.5
alpha 1 0.5 2
gamma 2 1 3.5
nrounds 400 350 500

B.2 Experimental Results: Linear Smooth

This section provides more detailed results on the scenario linear smooth de-
scribed in Section 4.2. A similar mean number of leaves for all MBTs are given
by γ = α = 0.05. Thus, the analysis of stability for the lm (Figure 1) is based on
the results for these configurations to enable comparability between the different
algorithms.

Fig. 1. RI for the four MBT algorithms when used as a surrogate model for an lm
model for the scenario linear smooth with α = γ = 0.05. The numbers below the
boxplots indicate the number of tree pairs, for which both trees have the respective
number of leaf nodes.

B.3 Experimental Results: Linear Categorical

This section provides more detailed results on the scenario linear categorical
described in Section 4.2. Aggregated results on interpretability and fidelity are
provided in Table 2. The analysis of fidelity for the lm (Figure 1) is based on
the configuration γ = α = 0.05. The results coincide with the results of the
XGBoost model (Figure 1). Hence, MOB and CTree lead to a worse fidelity and
due to many more leaf nodes to a worse interpretability than SLIM and GUIDE
for this scenario.
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Fig. 2. Test accuracy R2 vs. number of leaf nodes for the four MBT algorithms as
surrogate models for lm for scenario linear categorical with ntrain = 1000 and ntest =
500, α = γ = 0.05. The numbers below the boxplots indicate the number of trees (from
100 simulation runs) which have the respective number of leaf nodes for the regarded
algorithm.

B.4 Experimental Results: Linear Mixed

This section provides more detailed results on the scenario linear mixed described
in Section 4.2. Aggregated results on interpretability and fidelity are provided
for all four MBT algorithms in Table 3.

For α = γ = 0.05 the mean number of leaf nodes is similar for all four MBT
algorithms. Thus, these configurations are chosen for the analyses in Section 4.2
to enable comparability between the different MBT algorithms. Table 3 shows a
slightly higher fidelity for SLIM and GUIDE compared to MOB and CTree for
this configuration.

B.5 Non-linear effects

While the scenario definitions so far were only based on linear main effects, the
following scenario will investigate how the choice of different objective functions
affects the interpretability and fidelity of SLIM MBTs when non-linear main
effects are included in the DGP. Since [?] provide flexible options to efficiently
estimate non-linear main effects in the leaf nodes, only the SLIM algorithm is
used.

Scenario definition Let X1, . . . , X5 ∼ U(−1, 1), x6 ∼ Bern(0.5) and the
DGP based on n realizations is defined by y = f(x) + ϵ with f(x) = x1 +2x2

2 +
x3log(abs(x3)) + x4x5 + x1x41(x6=0) and ϵ ∼ N (0, 0.01 · σ2(f(x))).

SLIM is fitted with the following four different model types in the leaf nodes:

1. Linear regression model (lm)
2. Polynomial regression of degree 2 with lasso penalization (penalized poly)
3. Linear regression with unpenalized linear B-spline transformations of the

features (B-splines)
4. GAMs with integrated smoothness estimation [?]
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Table 2. Simulation results on 100 simulation runs for all four MBTs on scenario
linear categorical with sample sizes ntrain = 1000 and ntest = 500 for different values
of γ and α. The mean (standard deviation) fidelity on the training data for the GAM
is 0.9702 (0.0018) and for the XGBoost is 0.9876 (0.0015). On the test data set the
respective fidelity values for the GAM are 0.9694 (0.0029) and for the XGBoost are
0.9778 (0.0031).

Black box MBT γ/α Number of Leaves R2
train R2

test Share

mean min max mean sd mean sd x2

xgboost SLIM 0.15 2.00 2 2 0.8321 0.8321 0.8323 0.8323 0.0000
xgboost GUIDE 0.15 2.00 2 2 0.8321 0.8321 0.8323 0.8323 0.0000
xgboost MOB 0.001 13.45 11 16 0.9793 0.9793 0.9729 0.9729 0.8865
xgboost CTree 0.001 11.96 10 14 0.9602 0.9602 0.9545 0.9545 0.9914
xgboost SLIM 0.10 4.00 4 4 0.9923 0.9923 0.9870 0.9870 0.0000
xgboost GUIDE 0.10 4.00 4 4 0.9923 0.9923 0.9870 0.9870 0.0000
xgboost MOB 0.010 14.38 13 16 0.9831 0.9831 0.9765 0.9765 0.8656
xgboost CTree 0.010 12.76 10 15 0.9612 0.9612 0.9550 0.9550 0.9897
xgboost SLIM 0.05 4.00 4 4 0.9923 0.9923 0.9870 0.9870 0.0000
xgboost GUIDE 0.05 4.00 4 4 0.9923 0.9923 0.9870 0.9870 0.0000
xgboost MOB 0.050 14.63 13 16 0.9837 0.9837 0.9771 0.9771 0.8614
xgboost CTree 0.050 13.46 10 16 0.9623 0.9623 0.9558 0.9558 0.9838

gam SLIM 0.15 2.00 2 2 0.8528 0.8528 0.8513 0.8513 0.0000
gam GUIDE 0.15 2.00 2 2 0.8528 0.8528 0.8513 0.8513 0.0000
gam MOB 0.001 13.53 11 15 0.9773 0.9773 0.9718 0.9718 0.9824
gam CTree 0.001 13.89 11 16 0.9773 0.9773 0.9720 0.9720 0.9973
gam SLIM 0.10 2.64 2 4 0.8972 0.8972 0.8937 0.8937 0.0000
gam GUIDE 0.10 2.64 2 4 0.8972 0.8972 0.8937 0.8937 0.0000
gam MOB 0.010 14.28 13 16 0.9784 0.9784 0.9728 0.9728 0.9721
gam CTree 0.010 14.47 12 16 0.9779 0.9779 0.9725 0.9725 0.9949
gam SLIM 0.05 8.56 4 16 0.9910 0.9910 0.9893 0.9893 0.0017
gam GUIDE 0.05 6.06 4 13 0.9875 0.9875 0.9859 0.9859 0.0084
gam MOB 0.050 14.92 13 16 0.9797 0.9797 0.9740 0.9740 0.9572
gam CTree 0.050 14.86 13 16 0.9783 0.9783 0.9729 0.9729 0.9925

Since the models fitted in the leaf nodes vary in complexity and thus inter-
pretability, it is not sufficient to consider solely the number of leaf nodes as a
measure of interpretability. In addition, the following criteria are analyzed:

– Effective degrees of freedoms of the leaf node models (lm and penalized poly),
as sparse models are easier to interpret

– Proportion of splits for which features are chosen that are involved in feature
interactions (in the DGP) vs. proportion of splits for which features are
selected that only contain non-linear main effects.

– Interpretable formulas vs. only visual interpretability

In order to enable a comparison of the interpretability, the R2 is used as
an early stopping parameter in this scenario in addition to the early stopping
procedure with γ. As soon as the R2 exceeds a certain value in a node, no further
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Table 3. Simulation results on 100 simulation runs for all four MBTs on scenario linear
mixed with sample sizes ntrain = 1000 and ntest = 500 for different values of γ and
α. The mean (standard deviation) fidelity on the training data for the lm is 0.9902
(0.0006) and for the XGBoost is 0.9859 (0.0014). On the test data set the respective
fidelity values for the lm are 0.9898 (0.0008) and for the XGBoost are 0.9682 (0.0042).
The column “Share” defines the relative number of partitioning steps which used the
numeric features x1 or x2 for splitting.

Black box MBT γ/α Number of Leaves R2
train R2

test Share

mean min max mean sd mean sd x1 or x2

xgboost SLIM 0.15 4.47 2 13 0.9067 0.0336 0.9013 0.0339 0.9486
xgboost GUIDE 0.15 4.37 2 13 0.9059 0.0335 0.9005 0.0339 0.9453
xgboost MOB 0.001 14.82 13 17 0.9853 0.0018 0.9745 0.0047 0.9735
xgboost CTree 0.001 15.03 13 17 0.9850 0.0017 0.9743 0.0042 0.9949
xgboost SLIM 0.10 12.80 7 16 0.9832 0.0089 0.9724 0.0103 0.9044
xgboost GUIDE 0.10 12.48 6 16 0.9822 0.0098 0.9715 0.0112 0.8737
xgboost MOB 0.010 14.94 13 17 0.9854 0.0017 0.9746 0.0046 0.9727
xgboost CTree 0.010 15.07 13 17 0.9850 0.0017 0.9743 0.0042 0.9947
xgboost SLIM 0.05 14.80 12 17 0.9870 0.0018 0.9764 0.0044 0.9068
xgboost GUIDE 0.05 14.47 12 17 0.9863 0.0022 0.9758 0.0047 0.8683
xgboost MOB 0.050 14.94 13 17 0.9854 0.0017 0.9746 0.0046 0.9727
xgboost CTree 0.050 15.07 13 17 0.9850 0.0017 0.9743 0.0042 0.9947

lm SLIM 0.15 3.20 2 13 0.8879 0.0309 0.8806 0.0331 0.9705
lm GUIDE 0.15 3.17 2 13 0.8872 0.0308 0.8799 0.0329 0.9707
lm MOB 0.001 14.99 13 17 0.9882 0.0016 0.9838 0.0021 0.9637
lm CTree 0.001 15.05 13 17 0.9880 0.0016 0.9841 0.0019 0.9994
lm SLIM 0.10 13.07 5 16 0.9875 0.0098 0.9843 0.0108 0.8766
lm GUIDE 0.10 12.66 7 16 0.9866 0.0095 0.9834 0.0106 0.8676
lm MOB 0.010 14.99 13 17 0.9882 0.0016 0.9838 0.0021 0.9637
lm CTree 0.010 15.05 13 17 0.9880 0.0016 0.9841 0.0019 0.9994
lm SLIM 0.05 14.78 12 16 0.9913 0.0020 0.9885 0.0028 0.8723
lm GUIDE 0.05 14.38 12 16 0.9905 0.0022 0.9876 0.0029 0.8611
lm MOB 0.050 14.99 13 17 0.9882 0.0016 0.9838 0.0021 0.9637
lm CTree 0.050 15.05 13 17 0.9880 0.0016 0.9841 0.0019 0.9994

split for this node is performed. We choose γ = 0.05 and an R2 value of 0.9 for
as early stopping configurations for the described simulation setting.

We simulate n = 3000 observations (2000 for training and 1000 testing). The
SLIM MBTs are fitted as a surrogate model on the predictions of an XGBoost
model. The hyperparameter configurations of the XGBoost model are defined in
Table 4.

Results Table 5 provides an overview of the simulation results regarding the
interpretability measures for the different model types used within the SLIM
MBTs. For SLIM with linear regression models in the nodes, this results in large
trees which provide low interpretability due to the high number of leaf nodes. In
addition, on average 61% of all partitioning steps do not use a feature involved



6 J. Herbinger, S. Dandl et al.

Table 4. Tuned hyperparameter configurations for the XGBoost algorithm with cor-
rectly specified interaction effects for the scenario non-linear.

non-linear

max depth 4
eta 0.825
alpha 0.75
gamma 1
nrounds 700

in an interaction for splitting, but split based on an insufficiently modeled main
effect. Moreover, a high number of features is used for splitting which further
reduces interpretability. The advantage is that the models fitted in the leaf nodes
provide an interpretable formula and not only a visual component to interpret
the final results.

Using the second model type, meaning penalized polynomial regression, in
the leave nodes when applying SLIM, leads to a comparable fidelity as using an
lm but with fewer splits. Thus, interpretability increases in the sense that the
number of leaf nodes drops. Also, the number of different split features is reduced,
which again increases interpretability. While the proportion of partitioning steps
that use main effect features for splitting is smaller, there is still more than one-
third of splits that are not performed due to feature interactions.

Both, SLIM with linear B-Spline transformed features and GAMs require on
average only two leaf nodes, i.e. one split, to achieve an R2 of 0.9. Thus, with
regard to the number of leaf nodes the interpretability highly increases. However,
the models in the leaf nodes can only be interpreted visually, and no interpretable
formula is provided. Since the number of models (2) is very small, the degree of
interpretability is comparatively high. Moreover, these models actually only split
by interactions, as the non-linear main effects are already modeled sufficiently
well.

If an interpretable formula is not explicitly required and a visual interpreta-
tion is sufficient, it is recommended to use flexible models such as splines in the
leaf nodes. GAMs are preferable to unpenalized B-Splines in terms of their gen-
eralization error, however, it needs to be considered that it is computationally
more expensive as shown in Table 6.

B.6 Linear smooth with noise features

Here, we examine how noise features that have no influence on the target y affect
the MBTs. Therefore, we use the scenario linear smooth and we add six noise
features to the underlying data set. In addition to the four MBT algorithms used
so far, SLIM models are fitted with lasso regularization [?,?]. Lasso models allow
to fit sparse models, i.e., a feature selection within the models fitted in each node
is automatically included. The strength of the feature selection depends strongly
on the penalization parameter. For all regularized SLIM models, the penalization
parameter is selected using the BIC criterion [?]. However, in the case of df = 3
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Table 5. Simulation results with regard to interpretability for SLIM when different
model types in the leaf nodes are fitted for the scenario non-linear. The different SLIM
variants are applied as surrogate models on the XGBoost model. The interpretability
measures are the number of leaf nodes, the number of split features used within the
fitted trees, the share of splits which are based on main effect features, and the effective
degrees of freedom.

DGP/ black box Model No. of leaves No. of split feat Share Df

mean min max mean min max main mean sd

XGBoost lm 19.82 2 33 4.76 1 6 0.6125 6.8671 0.1438
XGBoost penalized poly 3.58 2 7 2.08 1 4 0.3880 8.5499 1.1147
XGBoost B-Splines 1.86 1 3 0.84 0 1 0.0000
XGBoost GAM 1.90 1 4 0.88 0 2 0.0000

Table 6. Simulation results with regard to fidelity for SLIM when different model types
in the leaf nodes are fitted for the scenario non-linear. The different SLIM variants are
applied as surrogate models on the XGBoost model. Besides the R2 values of the
model fits, also the average required time in seconds to fit one tree is provided in the
last column.

DGP/ black box Model R2
train R2

test time in sec

XGBoost lm 0.9200 0.0228 0.9023 0.0190 55.7771
XGBoost penalized poly 0.9213 0.0079 0.9150 0.0087 35.4093
XGBoost B-Splines 0.9382 0.0118 0.9296 0.0120 11.4670
XGBoost GAM 0.9348 0.0118 0.9289 0.0117 384.7403

XGBoost XGBoost 0.9386 0.0295 0.9199 0.0362 3.1163

or df = 2, the additional restriction is defined so that the effective degrees of
freedom (df) must not exceed this value. This enforces especially sparse models.

Scenario definition Let X1, . . . , X10 ∼ U(−1, 1) where the DGP based on
n realizations is defined by y = f(x) + ϵ with f(x) = x1 + 4x2 + 3x2x3 and
ϵ ∼ N (0, 0.01 · σ2(f(x))). The MBTs are fitted as surrogates on lm predictions
on a data set with sample size n = 3000 (2000 training, 1000 test observations)
using the early stopping parameter configurations α = 0.001 and γ = 0.1. The
simulation is repeated 250 times.

Results The aim of the simulation is to investigate whether the noise features
are incorrectly chosen as splitting features. Table 7 shows an overview of the
results of the described scenario. Noise features are not used as splitting features
if the MBTs are used as surrogates for an lm model. However, when we applied
the approaches directly on the data from the DGP (not on the model predictions)
as a standalone model, SLIM and GUIDE use noise features for splitting. MOB
and CTree always split with respect to non-noise features. GUIDE shows the
highest share of selecting noise features for splitting. While the number of leaf
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nodes for SLIM with the lasso df 2 regularization decreases compared to using
SLIM without regularization, the performance values remain on a comparable
level and thus, the performance vs. interpretability trade-off improves when the
respective regularization is applied in this scenario.

Table 7. Simulation results on 250 simulation runs for an lm surrogate model and
as a standalone (DGP) for all four MBTs on scenario linear mixed with noise features
for different values of γ and α. The mean (standard deviation) fidelity on the training
data for the lm is 0.9901 (0.0004). On the test data set the respective fidelity values
for the lm are 0.9901 (0.0006). The column “Share” defines the proportion of trees in
which at least one of the noise features is used for splitting. For comparison, we also
show the results if the methods are directly applied to the DGP as a standalone model.

Black box MBT Share number of leaves R2
train R2

test

xnoise mean min max mean sd mean sd

lm SLIM 0.000 14.036 8 16 0.9987 0.0018 0.9984 0.0019
lm SLIM lasso 0.000 13.736 8 16 0.9985 0.0023 0.9982 0.0027
lm SLIM lasso df 3 0.000 14.008 8 16 0.9985 0.0023 0.9983 0.0026
lm SLIM lasso df 2 0.000 11.160 5 14 0.9979 0.0018 0.9977 0.0020
lm GUIDE 0.000 14.096 8 16 0.9988 0.0018 0.9984 0.0019
lm MOB 0.000 15.960 15 16 0.9995 0.0000 0.9993 0.0001
lm CTree 0.000 15.564 13 16 0.9994 0.0001 0.9992 0.0001

DGP SLIM 0.072 11.988 5 17 0.9880 0.0048 0.9854 0.0049
DGP SLIM lasso 0.092 11.048 5 16 0.9871 0.0049 0.9852 0.0051
DGP SLIM lasso df 3 0.028 9.732 4 14 0.9863 0.0046 0.9848 0.0050
DGP SLIM lasso df 2 0.028 9.648 4 15 0.9864 0.0044 0.9852 0.0047
DGP GUIDE 0.104 11.788 5 16 0.9880 0.0047 0.9854 0.0048
DGP MOB 0.000 11.096 8 14 0.9901 0.0005 0.9878 0.0007
DGP CTree 0.000 13.140 10 16 0.9904 0.0004 0.9882 0.0007


