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Abstract. Large language models such as ChatGPT-3.5 and GPT-
4.0 are ubiquitous and dominate the current discourse. Their trans-
formative capabilities have led to a paradigm shift in how we interact
with and utilize (text-based) information. Each day, new possibilities
to leverage the capabilities of these models emerge.

This paper presents findings on the performance of different large
language models in a university of applied sciences’ undergraduate
computer science degree program. Our primary objective is to assess
the effectiveness of these models within the curriculum by employ-
ing them as educational aids. By prompting the models with lecture
material, exercise tasks, and past exams, we aim to evaluate their
proficiency across different computer science domains.

We showcase the strong performance of current large language
models while highlighting limitations and constraints within the con-
text of such a degree program. We found that ChatGPT-3.5 aver-
aged 79.9% of the total score in 10 tested modules, BingAl achieved
68.4%, and LLaMa, in the 65 billion parameter variant, 20%. Despite
these convincing results, even GPT-4.0 would not pass the degree
program - due to limitations in mathematical calculations.

1 Introduction

In the realm of natural language processing, large language mod-
els, hereafter only referenced as LLMs, have now become an in-
tegral part of our digital landscape. They have a widespread influ-
ence in today’s discourse and a ubiquitous presence in various fields
and industries [17]. Among these models, ChatGPT-3.5 and GPT-
4.0 have emerged as prominent examples, captivating the attention
of students, researchers, and developers alike.

It is essential to look at these models in the context of higher ed-
ucation because they provide new ways and possibilities to teach,
learn and perceive information. Useful for both students and instruc-
tors. They could help students, for example, by delivering a more
personalized and interactive educational experience and acting as a
kind of "learning buddy." For an instructor, the possibilities are also
plenty. These models can generate supplementary materials, expla-
nations, or examples [5]. Alternatively, they could aid in the assess-
ment process by automating the grading procedure for all text-based
requirements.

A lot of research is currently taking place on this topic. For exam-
ple, H. Gimpel et al. [5] have written an extensive essay on the oppor-
tunities but also the risks that generative AI models bring to higher
education by collecting nearly 50 high-quality scholarly sources.

* tim.krueger @stud.hn.de
** michael.gref@hs-niederrhein.de

They provide guidance for both students and instructors by providing
hands-on recommendations for the usage of Al in higher education.

ChatGPT-3.5 and GPT-4.0 are not the only Al models impacting
learning and teaching; much more software exists. DeepL. Write can
improve writing, from fixing grammar and punctuation mistakes to
rephrasing entire sentences or sections. The same is true for Gram-
marly, which offers users an Al text generation functionality for fur-
ther improvements and suggestions regarding clarity, engagement,
and delivery of a text. Even the creation of multimedia content is
no problem. Programs like Midjourney and Dall-E allow users the
creation of photorealistic images and visualizations with just a few
prompts [10]. Furthermore, when Microsoft releases Copilot, their
Al support tool, with Office [11], the use of Al will have also ar-
rived in all non-technical disciplines. These tools will then be used
passively daily by millions of people, so we must look at the oppor-
tunities but also threats that these technologies can bring to higher
education and learning/teaching in general.

As part of the research for this paper, we interviewed several pro-
fessors from our teaching institution. We identified cheating and pla-
giarism as one of the main concerns. H. Gimpel et al. [5] have also
dedicated several pages of their essay to this topic and stressed the
importance of rules and guidelines that should be in place for the
university environment without denying students access to this new
technology. However, as the present work is limited to evaluating the
performance of LLMs, this is an aspect to be explored in subsequent
work.

To accurately assess the benefits of this technology and their usage
as educational aids, we set out to evaluate the performance across our
undergraduate computer science curriculum. In total, we collected 40
data points, where one data point represents the performance of one
LLM or LLM variant in one module of the degree program.

2 Related Work

In this section, we want to explore some of the various research ef-
forts that have examined the performance of LLMs in the field of
computer science. The results, some of which differ significantly, in-
spired us to test the performance of these LLMs in our degree pro-
gram as well. Table 1 shows a small selection of test and exam results
published by OpenAl [13], with the release of their GPT-4.0 model,
and one exam (Algorithms and Data Structures) tested by Bordt et al.
[2].

The first results are from LeetCode, a popular online platform that
provides programming exercises and coding challenges commonly
found in technical interviews [7]. The platform is aimed at software
developers and programmers to enhance their programming skills by
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Table 1: Exam results for GPT-3.5 and GPT-4.0 when
tested by OpenAl [13] and Bordt et al. [2].
Values are rounded to the first decimal place.

Test / Exam GPT-3.5 GPT4.0
LeetCode (Hard) 0.0% 6.6%
LeetCode (Easy) 29.3% 75.6%

Algorithms & Data Structures 51.3% 60.0%

solving algorithmic problems [20]. The programming exercises and
algorithmic problems are divided into three difficulty ranges (easy,
medium, and hard) [12].

In the easy problem section, GPT-3.5 answered 12 out of 41 ques-
tions correctly, resulting in a performance of 29.3%. GPT-4.0 an-
swered 31 out of 41 questions correctly, resulting in a performance of
75.6% - an improvement of 47.3 percentage points [13]. The results
may depend on the exact category and programming language [12].
Nikolaidis et al. found that in their case, ChatGPT-3.5 solved 45% of
50 randomly selected easy LeetCode problems correctly while pro-
viding noticeably better results in the programming languages Java
and Python.

When tested by OpenAl, GPT-3.5 could not solve a single of the
hard problems on LeetCode [13]. These results again may depend
on the type of problem that had to be solved [12]. Nikolaidis et al.
found that ChatGPT-3.5 solved 10 out of 21 hard problems correctly,
resulting in 47.6% accuracy. ChatGPT-3.5 would then, in fact, even
severely outperform GPT-4.0 when tested by OpenAl, which was
able to solve 3 out of 45 hard problems correctly (6.6% accuracy)
[13].

Bordt et al. tested ChatGPT-3.5 and GPT-4.0 on an undergradu-
ate computer science exam in Algorithms and Data Structures. The
exam was fed to the LLMs in the same way students would receive
it. The answers of the models were transferred to paper by the testers
and mixed with the solutions of the students [2]. ChatGPT-3.5 scored
20.5 out of 40 possible points (51.25%), allowing it to pass the exam
narrowly. GPT-4.0 improved that score by 8.75 percentage points,
reaching 60% (24/40 points). With this result, GPT-4.0 outperforms
the average student, which scores 23.9 in the mean [2].

Both ChatGPT-3.5 and GPT-4.0 indicate wide-ranging capabilities
in the field of computer science. GPT-4.0 also seems to be an im-
provement over GPT-3.5 in every way. The findings on performance
variation are worth noting for our research. The LLMs’ answers seem
to depend on the corresponding computer science discipline category
and the specific programming language asked [12]. It is also relevant
to note that the programming errors generated seem to be mainly
semantic. The models hardly make syntax errors, but the code, if
wrong, can have serious logic errors [12].

3 Methodology

The crux of our methodology is the evaluation of various LLMs by
feeding them academic content drawn from a bachelor’s degree pro-
gram in computer science at a university of applied sciences. We
aim to determine each model’s overall performance and identify the
highest and lowest-scoring modules, grade distributions, and poten-
tial affinities for certain topics. Additionally, the study aims to deter-
mine whether the models would complete the degree program.

Our data set comprised samples of past exams from ten different
modules of the degree program, see Table 2. This core data set was
complemented with information from questionnaires, practice exer-
cises, and lecture notes to offer a more holistic view of the curricu-

Table 2: Overview of our test data set.

Semester  Written exams  Oral exams
1 0 0
2 2 0
3 2 0
4 2 1
5 2 1
Sum 8 2

lum. For modules with oral exams, the questions were based on the
same data but created in consultation with the supervising professor
to simulate realistic exam scenarios. Only examinations for which
the professors gave their approval were taken into account for the
study.

The criteria for evaluation were adapted for each module. In writ-
ten exams, we employed the evaluation system and point allocation
provided by the supervising professor. In oral exams, we weighted
questions according to complexity and difficulty. These questions
were finalized in consultation with the supervising professors. Eval-
uating and assessing the performance involved verifying correctness,
compiling and testing program code, and recalculating solutions.

Due to the limitations of certain models in handling multimedia
input, we partly excluded those tasks from our assessment. Adjust-
ments were made to the total score and weighting of the exam ac-
cordingly. In instances where it was feasible, we transformed such
tasks into a suitable textual format with tables and data structures be-
ing converted to markdown and diagrams re-imagined into the corre-
sponding UML representation.

The prompting of the models was a carefully considered aspect of
this research project. Prompt engineering has been shown to improve
the performance of models in various studies (e.g. [19]). However, to
provide a broad overview of the performance across the curriculum,
we opted to prompt all models only once and use the first response
provided by each model. Before starting the assessment, a generic
pre-prompt was given in each case, setting the context that they were
interacting in a simulated exam scenario and outlining expectations
for responses.

I am now going to ask you a few questions from a hypothet-
ical [insert topic or subject] exam of an undergraduate com-
puter science degree program. I want you to answer the ques-
tions to the best of your knowledge and capabilities. Please
answer briefly and concisely unless I explicitly ask for a more
detailed answer! Please answer purely in continuous text or
bullet points. If output in chart or table form is desired, I will
let you know.

We tested ChatGPT-3.5, BingAl, which uses the GPT-4.0 foun-
dation model, StableLM-Alpha in the 7 billion parameter version,
and LLaMa in both the 7 billion and 65 billion parameter versions.
Towards the end of our project, we also received access to GPT-4.0
but were restricted in using this model due to time constraints. We
viewed these selections as an appropriate mix of open- and closed-
access LLMs.

StableLM includes various LLMs published by Stability Al. The
size of these models ranges from 3 billion to 65 billion parameters.
A 175 billion parameter variant is also planned [15]. The models are
published in different versions and trained on different datasets. We
use the StableLM-Alpha-7B variant, which was trained on a dataset
based on The Pile [3]. All models are hosted on The Hugging Face
Hub, and some are accessible through a web interface [16].



LLaMa refers to a collection of different LLMs ranging from 7B
to 65B parameters, published by MetaAl [18]. We used LLaMa with
the project llama.cpp, an open-source C/C++ port of several LLMs
[4]. This project supports 8-bit, 5-bit, and 4-bit integer quantization,
a technique that significantly reduces the memory requirements of
the models. In the case of LLaMa, this allowed us to run the mod-
els in RAM instead of GPU memory. We considered this approach a
more realistic simulation, as the models otherwise require a signif-
icant amount of GPU memory. However, there is the possibility of
a degradation in model accuracy. There seems to be a trade-off be-
tween model size and quality, depending on the quantization method
[21]. In the case of LLaMa-7B, the file size got reduced from 13 GB
when using 16-bit floats to 3.5 GB when using 4-bit integer quanti-
zation. The perplexity [6] rose from 5.9066 to 6.1565, an increase of
only 4.23% [4].

4 Experimental Results

We tested ten modules each with ChatGPT-3.5 and BingAl, six mod-
ules with GPT-4.0, and fourteen modules in total with StableLM-
Alpha-7B, LLaMa-7B, and LLaMa-65B, resulting in forty data
points. We have not been able to test every model iteration on every
module of the curriculum due to the time constraints of this project.
However, the following data underpins what we present as a compre-
hensive insight into the performance of these models across an array
of computer science curriculum modules.

Referring to grades in the following, we calculated them accord-
ing to the modified Bavarian formula corresponding to the German
grading system [14]. Depending on the university, a conversion may
be necessary. If not stated otherwise, 50% of the score are required
to pass the exam.

4.1 st Semester

We have neither received full approval nor the required content for
any of the modules of the first semester from the responsible profes-
sors. This is left to be explored in subsequent work.

4.2  2nd Semester

We have received approval for two second-semester modules,
Operating Systems, and Object-Oriented Application Development.
Figure 1 shows the exam results for each LLM in these modules.

Operating Systems (OS) is a five credit-point module. In the mod-
ule, students learn the structure of a modern operating system and
algorithms and strategies for managing and allocating resources in it.
They also develop programs in a UNIX environment and work out
solutions to problems of interprocess communication [8].

Object Oriented Application Development (OOA) is a seven
credit-point module. It focuses on teaching the methods and
techniques of object-oriented programming. Requirements are
implemented using efficient algorithms and data structures. Pro-
gramming is done in C++ [8].

ChatGPT-3.5 and BingAI performed quite well in OS, scoring
82.4% and 80.6%, respectively. The 7B parameter models performed
significantly worse. LLaMa-7B-Q (quantized) scored 21.8%, and
StableLM-7B scored 9.4%. While StableLM-7B could answer al-
most no questions, LL.aMa-7B-Q could still answer questions about
shell commands and general operating system terms. Nevertheless, it
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Figure 1: Exam results for Operating Systems (OS) and
Object Oriented Application Development (OOA)

was too little to pass the exam. ChatGPT-3.5 and BingAl were able
to answer many questions. The models did make mistakes when cal-
culating memory usage and applying paging algorithms. This cost
them points but kept the good result the same. ChatGPT-3.5 passed
this exam with a grade of 2.0 and BingAl with a Grade of 2.1.

OOA is the only module in which BingAl performed better than
ChatGPT-3.5 in all our testing. The latter LLM scored 75%, whereas
BingAlI scored 86.3%. This results in grades of 2.5 for ChatGPT-3.5
and 1.8 for BingAl. The score for BingAl is one of the best results
for this LLM in all our tests. The biggest problems ChatGPT-3.5
had were with implementing the object-oriented interfaces in C++.
The code compiled but either didn’t work as it should or imple-
mented something completely different from the task. StableLM-7B
performed slightly better than LLaMa-7B-Q in this exam. However,
both LLMs had severe problems with the assignments, solving al-
most no tasks.

4.3  3rd Semester

We have received approval for two modules of the third semester,
Web Engineering and Distributed Systems. The results for the
modules of the third semester can be seen in Figure 2.

Web Engineering (WEB) is a five credit-point module. It cov-
ers the technical fundamentals of modern web-based technologies
and architectural, development, and analysis tools for web-based
systems. On the front end, students in this module work with
HTML, CSS, and JavaScript; On the backend side, with a mixture
of Javascript and Python [8]. A student with 33% or more would
pass the exam, as determined by the supervising professor.

Distributed Systems (DS) is also a five credit-point module.
Students of this module learn about distributed system architectures
and techniques for synchronization and communication. At the
end of this module, they can design, implement and evaluate their
own distributed computing structures. The implementation within
this module takes place in C/C++ [8]. Our set exam consists of
questionnaire material.
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Figure 2: Exam results for Web-Engineering (WEB)
and Distributed Systems (DS)

WEB was one of the best exam results in all our testing for
ChatGPT-3.5, scoring an even 1.0 on the exam with 98.3%. Even the
most extensive task, a partial Python implementation of a backend
server for the membership management of a business, was solved
completely and correctly. BingAl was also able to answer almost
every question correctly. Only in the implementation part did Bin-
gAl make logical errors and omit required functionalities. This still
resulted in 90% or a grade of 1.4. StableLM-7B and LLaMa-7B-Q
had surprisingly massive problems in this exam, despite the extensive
question part. Almost no question could be answered completely or
correctly. Both models also failed the implementation part. LLaMa-
7B-Q scored 15.8%, slightly better than StableLM-7B, with 9.2%.

In DS, both ChatGPT-3.5 and BingAl performed worse than in
WEB. ChatGPT-3.5 got a grade of 2.2 with a result of 78.5%, and
BingAl a 2.8 with 70%. The models could answer almost all simple
or introductory questions to the topic correctly but had problems with
more in-depth questions, e.g., on network data formats or broker im-
plementations. DS was the first module in which we tested GPT-4.0.
With a result of 95.5%, it got a grade of 1.2 and topped the grade
of ChatGPT-3.5 by a whole level. GPT-4.0 answered almost every
question completely and correctly in this exam. StableLM-7B scored
30% in DS, the best result for this LLM in all our tests. Surprisingly,
it was able to answer difficult questions on CORBA, SOAP interfaces,
and synchronization mechanisms but failed on simpler, more general
questions, like resilience and fault tolerance of distributed systems.
Otherwise, it would have had a real chance to pass the exam. In this
module, we also tested LLaMa-65B-Q for the first time. With a result
of 14.5%, it performed only slightly better than LLaMa-7B-Q with
13.5%. Considering the difference in size, this is a disappointing re-
sult.

4.4 4th Semester

We have received approval for three modules of the fourth semester:
Data Network Management, Interactive Systems, and Numerical
Analysis. The results can be taken from Figure 3
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Figure 3: Exam results for Data Network Management (DNM)),
Interactive Systems (IAS) and Numerical Analysis (NUM)

Data Network Management (DNM) is a six credit-point module.
It provides in-depth, application-oriented knowledge of network ad-
ministration. Students in this module acquire skills in the design,
development, and deployment of large-scale computer networks, as
well as techniques for securing them [8].

Interactive Systems (IAS) is a five credit-point module. It fo-
cuses on software ergonomics and the design and implementation
of portable interactive systems. Students of this module learn how
to model application-oriented and ergonomic human-machine inter-
faces [8]. The implementations in this module are web-based in the
programming languages JavaScript and Python. As determined by
the supervising professor, the module is considered to be passed if
33% of the total points are achieved.

Numeric Analysis (NUM) is an elective course in our computer
science bachelor’s degree program, which gives five credit points.
Topics covered include computer arithmetic and rounding errors,
systems of linear equations, and linear equilibrium calculus. The
module is concluded with an oral examination [8]. This is one of the
modules in which we simulated an exam by taking questions from a
questionnaire.

DNM is the first module in our tests in which even the larger
LLMs have experienced problems. ChatGPT-3.5 barely passed the
exam with 51.9% or a grade of 3.8. BingAl had even more diffi-
culties and failed the exam with a score of only 47.1%. The appli-
cation of firewall rules and routing protocols for custom multi-area
networks presented in the exam was particularly problematic for both
LLMs. GPT-4.0 performed the best in this exam. It was also unable
to completely solve the more difficult tasks but often provided cor-
rect partial solutions or made less serious errors than the other two
LLMs. GPT-4.0 passed the exam with 65.4% or a grade of 3.0.

IAS went very well for ChatGPT-3.5. With 96.7%, it got a grade of
1.1. It answered almost all comprehension and knowledge questions
correctly. Even more complex tasks, such as the design of a user
interface, were solved completely and correctly. BingAl performed
almost 30 percentage points worse in this exam, resulting in one of
the biggest gaps between these two LLMs in all our testing. It got
a grade of 2.4, or 68.8% of the total score. The grade of 2.4 comes
from the fact that the exam is considered passed from 35%, and larger



results are offset by the formula linearly. Nevertheless, BingAl had
problems with several questions in this exam and either answered
incorrectly or omitted information. StableLM-7B and LLaMa-7B-Q
had no chance of passing this exam, with a performance of 6.7%
and 13.3%, respectively. Nearly every answer had massive errors or
large information gaps. The models also lost context in between and
started talking about completely different topics.

In the simulated oral exam on numerical analysis, mainly compre-
hension questions were asked, and hardly any calculations had to be
done. This led to excellent results for both GPT models. ChatGPT-
3.5 got a grade of 1.6, with 90% of the total score, whereas GPT-4.0
increased this to 95% and a grade of 1.3. Both models could answer
almost every question completely and correctly and only made mini-
mal errors. BingAl had great problems in this exam, although it was
mainly about knowledge reproduction, and scored well behind the
GPT models with 68% of the total score, or a grade of 2.9. BingAl
had problems with several questions and made mistakes while repro-
ducing information. For example, when asked about the complexity
of the Gauss Algorithm, BingAl gave a reference to Wikipedia but
then misquoted the article with a complexity of O(n?).

4.5 5th Semester

We have received approval for three modules of the fifth semester:
Data Science, Software Engineering, and Real-Time Systems. The
results can be seen in Figure 4.

Data Science (DSC) is an elective course with five credit points.
The module provides an introduction to Big Data and Machine
Learning. Students of this module will learn to extract, prepare and
analyze large data sets [8]. The module concludes with an oral exam
which we simulated by taking questions from a questionnaire.

Software Engineering (SWE) is a five credit-point module. It cov-
ers advanced solutions for building, testing, and maintaining large IT
systems and techniques for organizing big software projects. A spe-
cial focus is on effort estimation and (agile) software development
processes [8]. As determined by the supervising professor, the mod-
ule is considered to be passed if 33% of the total points are achieved.

Real-Time Systems (RTS) is a five credit-point module. It focuses
on the architecture, the concepts, and the functionalities of modern
real-time systems. Students learn aspects of concurrent real-time
programming and how to deal with time constraints and task
management [8]. The module is concluded with a written exam in
which a special focus is placed on manual real-time proof for various
scheduling methods.

DSC is the best-performing module for ChatGPT-3.5 in all our
tests. With 99%, ChatGPT-3.5 scored a 1.0. Every question was an-
swered correctly, from problems in the field of Big Data to data
preparation, to classification and clustering methods. DSC is also the
only module in which ChatGPT-3.5 outperformed GPT-4.0. The lat-
ter model did not score itself badly with 94% and a score of 1.3, but
unfortunately gave partially wrong answers to questions about Even-
tual Consistency and Sharding. Such results are possible since we
only prompt all models once in our tests. BingAl performed again
worse than the GPT models. With 81%, it achieved a score of 2.1. It
was challenging for BingAl to make its own decisions in tasks, e.g.,
choosing between an aggregate-oriented or a relational data model.

In SWE, the GPT models were again well ahead of BingAl.
ChatGPT-3.5 achieved a 1.9 with 78.1%, GPT-4.0 a 1.7 with 82.9%,
while BingAl only achieved a 2.9 with 56.7%. The GPT models an-
swered most of the questions completely and correctly but made mas-
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Figure 4: Exam results for Data Science (DSC), Software
Engineering (SWE) and Real-Time Systems (RTS)

sive errors in designing test cases for a finite state machine. BingAl
could not solve this task either and made errors in explaining design
patterns and performing an effort estimation using Function Point
Analysis. StableLM-7B and LLaMa-7B-Q performed poorly in this
module, scoring 3.8% and 6.2%, respectively. LLaMa-65B-Q per-
formed significantly better than the 7 billion parameter version and
nearly passed the exam with 25.2%, out of 33% needed. Interest-
ingly, LLaMa-65B-Q was able to partially answer difficult questions
on software development principles and the design of component di-
agrams but failed to explain unit tests.

RTS is a demanding exam in which many calculations have to be
done. Computational time requirements, core workloads, and a large,
manual real-time proof must be calculated. This exam has proven
to be extremely difficult for all models tested. ChatGPT-3.5 scored
29.4%, GPT-4.0 scored 33.8%, and BingAl scored 23.5%. Accord-
ingly, all models failed the exam. The models could answer a few
simple introductory questions but, early on, miscalculated the com-
putational kernel allocation for a round-robin scheduling procedure.
No model was able to solve this task correctly. Likewise, no model
was able to calculate the real-time proof correctly. This task is nested,
with each intermediate calculation evaluated individually but often a
prerequisite for the next calculation. BingAl lost all context in this
task after the third partial calculation. The GPT models could con-
tinue to calculate but miscalculated fatally early on. Both the cal-
culation path and the result were not correct. When calculating the
average execution time for processes of a machine, both ChatGPT-
3.5 and GPT-4.0 set up the correct formula, adding all times and di-
viding by the amount, but only GPT-4.0 also got the correct result;
ChatGPT-3.5 miscalculated.

All in all, the models were heavily overcharged with this exam.

5 Discussion

An overview of the average performances and results achieved across
all tested modules can be seen in Table 3. It is important to note
that all data collected is only a snapshot that considers the systems’
performance at the time of the assessment. These systems continue
to evolve.



ChatGPT-3.5 achieved an average of 79.9% of the maximum pos-
sible score in the ten modules tested. ChatGPT-3.5 performed par-
ticularly well in modules with a high proportion of web develop-
ment or high-level programming language content, like Python and
JavaScript. Even in the field of data science, ChatGPT-3.5 achieved
almost full marks. In exams with more complex tasks like Operat-
ing Systems or Data Network Management, ChatGPT-3.5 often pro-
vided at least an approach to the solution. We noted major difficulties
for this LLM with various tasks that required mathematical calcula-
tions. The application of scheduling algorithms and the calculation
of core utilization and process runtimes posed significant challenges
for ChatGPT-3.5. Due to these shortcomings, passing the Real-Time
Systems exam is not currently possible. Accordingly, the LLM would
not be capable of completely finishing our bachelor’s degree program
in computer science. However, with an understanding of its strengths
and weaknesses, ChatGPT-3.5 shows great potential as an outstand-
ing learning aid for students and lecturers.

GPT-4.0 achieved even better results than ChatGPT-3.5, obtaining
an average performance of 80.2%. This score is expected to increase
even further if the missing modules are tested with GPT-4.0. A strong
focus on specific programming languages or fields of computer sci-
ence, as observed in ChatGPT-3.5, could not be detected in GPT-4.0.
At the same time, GPT-4.0 demonstrated a more consistent overall
performance. Like ChatGPT-3.5, GPT-4.0 had difficulties with tasks
that required calculations; this also resulted in the failure of the Real-
Time Systems exams. For the same reason, GPT-4.0 would not be
able to finish the degree program. However, it should be noted that
GPT-4.0, despite the identified difficulties, represents an improve-
ment in all areas over ChatGPT-3.5. The use of plugins, for instance,
to redirect mathematical computations to a system like WolframAl-
pha could significantly improve this outcome. This is left to be ex-
plored in future studies.

BingAlI scored much lower than the GPT models in our tests, with
68.4%. It was the only one of these three models that failed two ex-
ams rather than just one, with one of the exams (Data Network Man-
agement) being not calculation-intensive. BingAl often encountered
problems when the solutions were not directly searchable online.
Thus, it made mistakes in extracting information from texts or cre-
ating and presenting solutions. Even when the answer to a question
could be found via an internet search, BingAI sometimes made inex-
plicable citation errors. BingAl also provided the shortest responses
of all the LLM systems tested, often ignoring aspects of a question.
According to the current state, BingAl is inferior to the GPT models.

LLaMa-7B-Q showed poor results, with an average performance
of 12.3% in six tested modules. It often had difficulties understanding
questions, lost context, or started talking about completely different
topics. LLaMa-7B-Q could not solve a single task of an exam. Ac-
cording to our tests, it would not be possible for this LLM to pass
any module.

LLaMa-65B-Q showed better results with an average performance
of 20.0%, but was also tested only in two modules. It scored one per-
centage point and 19 percentage points better than its 7 billion param-
eter counterpart. At this point, more tests are needed to make a final
statement about the performance differences between these models.
Nevertheless, a trend can be determined: LLaMa-65B-Q performs
significantly worse than BingAl, let alone the GPT models. After
our tests, whether it would pass a single module is questionable, and
it is not suitable for use as a learning aid.

StableLM-7B, tested in six modules, achieved the worst results of
all tested LLMs with 10.8%. It was unable to answer any question
correctly and completely. Interestingly, StableLM-7B often related

Table 3: Summary of the average performance
proportionally calculated to all modules taken.

Model Average score  # Modules Passed / Failed
GPT-4.0 80.2% 6 5/1
ChatGPT-3.5 79.9% 10 9/1
BingAl 68.4% 10 8/2
LLaMa-65B-Q 20.0% 2 0/2
LLaMa-7B-Q 12.3% 6 0/6
StableLM-7B 10.8% 6 0/6

questions to a business context or attempted to answer them in such
a context. StableLM-7B even understood complex questions from
the field of project management but could not establish a reference
to computer science or software development. According to our tests,
this LLM is also unsuitable as a learning aid.

6 Conclusion

In the presented study, we tested and evaluated the performance of
various LLMs across a series of modules in a bachelor’s computer
science degree program. Our results are in line with existing research
(e.g. [1]) by showing strong performances of Generative Pre-training
models (GPT) across an undergraduate curriculum while having se-
vere restrictions in key areas.

A prevalent worry is the potential for essays to progressively lose
significance as evaluation tools within higher education [5]. Our tests
show the strength and topic affinities of current LLMs, but also their
weaknesses, distinctively in mathematical computations. We con-
clude from these results that a comprehensive blueprint for our cur-
riculum remains elusive at this point. Despite this, the deployment of
these models presents lecturers with challenges, as the detection of
plagiarism in Al-generated content is not particularly mature yet [9].
It is imperative to recognize that the GPT models in our tests have
completed numerous examinations with scores above 95%. Given
that some of our examination rules allow aids, and the pattern of
past exams often remains unchanged, the sophisticated capabilities
of these models could potentially create near-perfect and legally per-
missible "cheat" sheets. This, combined with the advancing abilities
of current LLMs [5], compels us to reconsider and construct robust
examination methods. Oral and written exams without aids remain
valid alternative options [5].

The smaller models in our tests exhibit substantial performance
deficiencies, with profound disparities encountered in almost all
performance-defining areas. Consequently, they currently do not
measure up as viable educational aids.

Continued research may examine the performance of existing
models in unexplored curriculum modules. Furthermore, additional
modules could be examined to provide a broader overview. Future re-
search could also extend to the study of other LLMs, such as Google
Bard. Also, broadening the scope to related disciplines, like electri-
cal engineering, would be beneficial to gain a better understanding
of domain-specific performance capabilities.
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