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Abstract. Clustering a graph when the clusters can overlap can be
seen from three different angles: We may look for cliques that cover the
edges of the graph with bounded overlap, we may look to add or delete
few edges to uncover the cluster structure, or we may split vertices to
separate the clusters from each other. Splitting a vertex v means to
remove it and to add two new copies of v and to make each previous
neighbor of v adjacent with at least one of the copies. In this work, we
study underlying computational problems regarding the three angles to
overlapping clusterings, in particular when the overlap is small. We show
that the above-mentioned covering problem is NP-complete. We then
make structural observations that show that the covering viewpoint and
the vertex-splitting viewpoint are equivalent, yielding NP-hardness for
the vertex-splitting problem. On the positive side, we show that splitting
at most k vertices to obtain a cluster graph has a problem kernel with
O(k) vertices. Finally, we observe that combining our hardness results
with the so-called critical-clique lemma yields NP-hardness for Cluster
Editing with Vertex Splitting, which was previously open (Abu-Khzam
et al. [ISCO 2018]) and independently shown to be NP-hard by Arrighi et
al. [IPEC 2023]. We observe that a previous version of the critical-clique
lemma was flawed; a corrected version has appeared in the meantime on
which our hardness result is based.

Keywords: Parameterized algorithms · Data reduction · Compact Let-
ter Display · Computational Complexity

1 Introduction

In classical graph-clustering, we want to partition the input graph into clus-
ters that are densely connected, while there are few connections between dif-
⋆ An extended abstract of this work appears in the Proceeedings of the 49th Interna-

tional Conference on Current Trends in Theory and Practice of Computer Science
(SOFSEM 2024) [25].
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ferent clusters. However, in clusterings of real-world graphs the clusters of-
ten overlap [42]. We are interested here in exact algorithms for and complex-
ity of such overlapping clustering problems. Without overlap, these are well-
studied (e.g. [29, 8, 41, 17, 12, 33, 10, 11, 32, 9, 35, 27, 38, 13, 36]), but less so
if we allow overlap [23, 5, 2, 3]. In some applications, clusters may overlap but
not very strongly. We focus mainly on this case.

To understand the complexity, a basic formulation of a clustering with small
overlaps can focus on perfect clusterings, i.e., clusters are cliques and all edges
of the input graph occur in a cluster. This leads to the Sigma Clique Cover
(SCC) problem, where we seek a covering of the input graph by induced cliques
and we want to minimize the total number of times the vertices are covered by the
cliques (see Section 3 for a formal definition).1 SCC was previously studied in the
context of displaying information in bioinformatics [30] and in combinatorics [18].
To our knowledge, its complexity was not known. We prove that SCC is NP-
complete (Theorem 3.5).

An alternative view on overlapping clustering with small overlaps is that of
splitting vertices: A vertex split is a graph operation that takes a vertex v and
replaces it by two copies such that the union of the neighborhoods of the copies
is equal to the neighborhood of the original vertex v. Given a graph and an
integer k, we may then ask to perform at most k vertex-splitting operations in
order to obtain a cluster graph (a disjoint union of cliques). The cliques in the
obtained cluster graph then correspond to the clusters in the original graph.
This yields the Cluster Vertex Splitting (CVS) problem. In Section 4 we
show that SCC and CVS are indeed equivalent(see Lemma 4.3), and thus both
are NP-complete. On the positive side, we show that CVS is fixed-parameter
tractable with respect to the number k of allowed splits, that is, it can be solved
in f(k)·nO(1) time where f is a computable function and n the number of vertices.
Indeed, in Section 5 we show a stronger result, namely, that CVS admits an
O(k)-vertex problem kernel, that is, we may produce with polynomial processing
time an equivalent instance that contains O(k) vertices (see Theorem 5.7). This
result relies on an analysis of the structure of the so-called critical cliques of
the input graph. Informally, a critical clique is an induced clique in the input
graph with vertex set C such that all vertices in C have pairwise the same
neighbors outside of C and such that there is no critical clique that strictly
contains C.2

The Cluster Editing With Vertex Splitting (CEVS) problem [3] is
closely related to the above two problems. The difference is that the underlying
clustering model allows the clusters to be imperfect, that is, the clusters may
miss a small number of edges and there may be a small number of edges that are
not contained in any cluster. More precisely, in CEVS we are given a graph G
and an integer k and we want to obtain a cluster graph from G by at most k

1 Note that this is a different optimization goal than the one of the well-studied Edge
Clique Cover problem, where we seek a covering of all edges with a minimum
number of induced cliques.

2 Alternatively, a critical clique is a maximal set of pairwise true twins.
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modifications. As modifications we are allowed to split vertices and to add or
delete edges. It was previously open whether CEVS is NP-hard [3] which has
been independently and in parallel to our work been shown to be true [5]. Our
impetus was to show NP-hardness of CEVS, too, and, indeed, combining our
NP-hardness result for SCC with a so-called critical-clique lemma [3, 4] yields
NP-hardness of CEVS (see Section 7). We refrained from publishing this result
at first, because the critical-clique lemma as stated by Abu-Khzam et al. [3, 4]
and used in references [5, 6] is incorrect, see the counterexample in Section 6.
Fortunately, after the appearance of our counterexample, a corrected variant of
the critical-clique lemma appeared [1], completing our alternative NP-hardness
proof of CEVS.

Related work The problems we study are related to two problems with similar
context but that correspond to clusterings without overlap. First, there is the
well-researched Cluster Editing (CE) problem, in which we want to add or
delete a minimum number of edges in a given graph to obtain a cluster graph [29,
8, 41, 17, 12, 33, 10, 11, 23, 32, 9, 35, 27, 38, 13, 36]. For instance, it is known
that CE is NP-hard, fixed-parameter tractable, and admits a 2k-vertex problem
kernel. CE is one of a broad range of so-called edge-modification problems, see
Crespelle et al. [14] for a recent survey.

Second, we have Edge Clique Cover (ECC), wherein we look for covering
all edges of a graph with at most some given number s of induced cliques. Here,
it is known that covering all edges of a given graph with at most s induced
cliques can be done in 2O(4s) +nO(1) time [28], but not substantially faster than
that [15].

CE has been extended to a variant modeling overlapping clustering [23],
where, instead of trying to get a cluster graph, we modify the edges to obtain a
graph in which at most a bounded number of maximal cliques overlap in each
vertex. If we can split a bounded number of vertices to obtain a cluster graph,
then the input graph indeed has such a bounded-overlap property, but not vice
versa.

Vertex splitting as a graph operation has appeared also in other contexts [20,
21, 22, 40], such as splitting vertices towards obtaining a planar graph. System-
atic investigation into the complexity of vertex-splitting towards obtaining a
fixed graph property began only recently [24, 7].

Organization We will establish the following chain of polynomial-time reduc-
tions, based on the classical NP-hard Node Clique Cover (NCC) prob-
lem [34]:

Node Clique Cover ≤P Sigma Clique Cover

≤P Cluster Vertex Splitting

≤P Cluster Editing With Vertex Splitting.

We give the first reduction in Section 3, the second in Section 4, and the last
in Section 7. The informal definitions of these problems have been given above,
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the formal definitions will be given in the corresponding sections. The problem
kernel is shown in Section 5 and the critical-clique lemma is treated in Section 6.

2 Preliminaries

For a positive integer n ∈ N we use [n] to denote {1, 2, . . . , n}. For a set X, we
denote by P(X) its power set. Moreover, for a family of sets X , we write

⋃
X for

the union of all sets member of X , that is,
⋃

X∈X X. We denote disjoint unions by
·∪. Unless explicitly mentioned otherwise, all graphs are undirected and without
parallel edges or self-loops. Given a graph G with vertex set V (G) and edge set
E(G), we denote the neighborhood of a vertex v ∈ V (G) by NG(v). If the graph G
is clear from the context, we omit the subscript G. For V ′ ⊂ V (G), we write
G[V ′] for the graph induced by the vertices V ′. For u, v ∈ V (G) we write uv as a
shorthand for {u, v}, G−v for G[V \{v}], and dG(v) for |NG(v)|. The graph Kn

is the complete graph on n vertices. We write G ≃ H if a graph G is isomorphic
to H. A cluster graph is a graph in which every connected component is a clique.
Equivalently, a cluster graph does not contain a path P3 with three vertices as
an induced subgraph. A vertex split operation applied to a graph G = (V,E)
and u ∈ V results in a graph G′ = (V ′, E′) such that V ′ = V \ {u} ∪ {v, w}
with v, w ̸∈ V , and E′ is obtained from E by making each vertex adjacent to u
adjacent to at least one of v and w; that is, NG′(v) ∪NG′(w) = NG(u).

Some of our results are in terms of parameterized complexity [19, 16, 26,
39]. Briefly and informally, in a parameterized problem, each instance x ∈ Σ∗

is equipped with a parameter k. Such a problem is fixed-parameter tractable if
it can be solved in f(k) · nO(1) time, where f is a computable function and
n the input size. A parameterized problem has a problem kernel if there is a
polynomial-time self-reduction such that in the resulting instances the size is
bounded by g(k), where g is a computable function and k is the parameter. The
function g is also called the size of the problem kernel.

3 NP-Completeness of Sigma Clique Cover

To start, we will fix some notation. Leading up to the formulation of the sigma
clique cover problem, we first define the notion of a sigma clique cover:

Definition 3.1. Let G be a graph. Then, C ⊆ P(V ) is called a sigma clique
cover of G if

1. G[C] is a clique for all C ∈ C and
2. for each e ∈ E(G), there is C ∈ C such that e ∈ E(G[C]), that is, all edges

of G are “covered” by some clique of C.

The weight of a sigma clique cover C is denoted by wgt(C), where

wgt(C) :=
∑
C∈C

|C|.
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v2 v3 v4

v1

C = {{v1, v2, v3}, {v1, v3, v4}}

v5

v2 v3 v4

v1

C = {{v2, v3}, {v1, v3, v4}, {v5}}

v5

Fig. 1: A graph with its unique minimum-weight sigma clique cover (left) and
one of its multiple minimum-cardinality node clique covers (right).

Now, we can formulate the associated decision problem:

Sigma Clique Cover (SCC)
Input: A tuple (G, s), where G is a graph and s ∈ N.
Question: Is there a sigma clique cover C of G with wgt(C) ≤ s?

Note that SCC is not equivalent to the well-studied Edge Clique Cover
problem, whose optimization goal is to minimize |C| rather than wgt(C). To
show that SCC is NP-hard, we reduce from the Node Clique Cover problem.
Analogous to the case of SCC, to define said problem formally, we first need
introduce the notion of a node clique cover:

Definition 3.2. Let G be a graph. Then, C ⊆ P(V ) is called a node clique cover
of G if

1. G[C] is a clique for all C ∈ C and
2. for each v ∈ V (G), there is C ∈ C such that v ∈ V (G[C]), that is, all vertices

of G are “covered” by some clique C ∈ C.

The size of a node clique cover C is denoted by |C|.

With this, we can formulate the NP-hard [34] Node Clique Cover problem:

Node Clique Cover (NCC)
Input: A tuple (G, k), where G is a graph and k ∈ N.
Question: Is there a node clique cover C of G with |C| ≤ k?

Note that the SCC and NCC problem are similar on a superficial level, but
differ in two core aspects: Firstly, the notion of a sigma clique cover mandates
that all edges be covered, in comparison to node clique covers, where all vertices
need to be covered, and secondly, the “difficulty” of the SCC problem lies in
minimizing a cumulative weight, in comparison to the NCC problem, where it is
the number of cliques to be minimized. See Figure 1 for a contrasting example.
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K3 K3
3

u1 u2 u3

Fig. 2: K3 and K3
3 , illustrating Definition 3.3.

To formulate our reduction from NCC to SCC, we introduce notation to
extend a graph with independent universal vertices. See Figure 2 for an example
of Definition 3.3.

Definition 3.3. Let G = (V,E) be a graph and ℓ ∈ N. Using a set {u1, . . . , uℓ}
of ℓ new vertices called universal vertices, we construct a new graph Gℓ with

Gℓ := (V ∪ {u1, . . . , uℓ}, E ∪ {uiv | 1 ≤ i ≤ ℓ, v ∈ V }) .

Note that universal vertices themselves are not adjacent to each other. Infor-
mally, the main intuition behind our reduction from NCC is to add a sufficient
number of universal vertices to the instances of NCC, such that concerning the
derived instances of SCC, it will be “combinatorially favorable” to select cliques
that contain a universal vertex.

Lemma 3.4. Let G = (V,E) be a graph and ℓ := 2|E| + 1. Then, (G, s) is
a positive instance of NCC if and only if

(
Gℓ, ℓ (|V |+ s+ 1)− 1

)
is a positive

instance of SCC.

Proof. (⇒) : Let C be a node clique cover of G with |C| ≤ s. Without loss
of generality, we assume that C is a partition of V —for otherwise if there are
distinct C ′, C ′′ ∈ C with C ′ ∩C ′′ ̸= ∅, then C′ := (C \ {C ′})∪{C ′ \C ′′} is a node
clique cover of G with |C′| = |C| and the number of nodes that are contained in
more than one clique strictly less. Thus, applying this observation a sufficient
number of times always yields a partition of V .

Let

A := {C ∪ {ui} | C ∈ C, 1 ≤ i ≤ ℓ} and
B := {{v1, v2} | v1v2 ∈ E} .

We claim that A ·∪ B is a sigma clique cover of Gℓ with

wgt(A ·∪ B) ≤ ℓ(|V |+ s+ 1)− 1.
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v3

v1 v2
v4

. . .

u1 u7

v3

v1 v2
v4

NCC-instance: (H, 2) SCC-instance: (H7, 48)

C = {{v1, v2, v3}, {v4}} C =
⋃

1≤i≤7

{{ui, v1, v2, v3}, {ui, v4}}

Fig. 3: Example for our reduction from NCC to SCC. On the left, we see a
NCC-instance, and on the right, we see the corresponding SCC-instance (only
one universal node and its associated cliques are fully drawn). In both cases, a
certificate is marked in the input graph, as well as stated explicitly.

First, we verify that A ·∪B conforms to Definition 3.1, that is, it indeed is a sigma
clique cover of Gℓ. To that end, we begin by verifying that G[C] is a clique for
all C ∈ A ·∪ B. By construction, we need to differentiate two cases: Firstly, let
C ∪ {ui} ∈ A. Since G[C] is a clique, E ⊆ E(Gℓ) and ∀v ∈ V : uiv ∈ E(Gℓ), it
follows that Gℓ[C ∪ {ui}] is also a clique. Secondly, let {v1, v2} ∈ B. Similarly,
since G[{v1, v2}] ≃ K2 and E ⊆ E(Gℓ), we have Gℓ[{v1, v2}] ≃ K2.

Now, we prove that all edges of Gℓ are “covered” by A ·∪ B. Two cases need
to be verified: Consider any v1v2 ∈ E, i.e., those edges that are “inherited” from
G to Gℓ. We see that {v1, v2} ⊆ B by definition. Furthermore, consider any
uiv ∈ E(Gℓ) \E, i.e., those edges added to G in the construction of Gℓ. Observe
that since ∃C ∈ C with v ∈ C, we have {ui, v} ⊆ C ∪ {ui} ∈ A.

We conclude that A ·∪ B is a sigma clique cover of Gℓ and proceed to verify
that the claimed bound on the weight holds. By definition of A, we obtain

wgt(A) =
∑
C∈C,
1≤i≤ℓ

|C ∪ {ui}|

= ℓ
∑
C∈C

|C|+ 1

= ℓ

(
|C|+

∑
C∈C

|C|

)
= ℓ (|C|+ |V |) .

{u1, . . . , uℓ} ∩ C = ∅ for all C ∈ C

C is a partition of V
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Clearly, wgt(B) = 2|E| = ℓ− 1. Now, using A ∩ B = ∅, we derive

wgt(A ·∪ B) = wgt(A) + wgt(B)
= ℓ(|C|+ |V |+ 1)− 1

≤ ℓ(s+ |V |+ 1)− 1.
|C| ≤ s.

Thus, the forward direction of the proof is established.

(⇐) : Let S be a sigma clique cover of Gℓ with

wgt(S) ≤ ℓ(|V |+ s+ 1)− 1,

and let

u∗ ∈ argmin
u∈{u1,...,uℓ}

wgt ({C ∈ S | u ∈ C}) ,

X := {C ∈ S | u∗ ∈ C} , and
N := {C \ {u∗} | C ∈ X} .

We claim that N is a node clique cover of G with |N | ≤ s.

First, we verify that N conforms to Definition 3.2, i.e., it indeed is a node
clique cover of G. Clearly, G[C] is a clique for all C ∈ N . It remains to verify that
all vertices of G are “covered” by N : Let v ∈ V . Since S is a sigma clique cover
of Gℓ and vu∗ ∈ E(Gℓ), there is some C ∈ S s.t. {v, u∗} ⊆ C. It immediately
follows that v ∈ C \ {u∗} ∈ N .

Second, we establish that |N | ≤ s. To that end, first, we derive wgt(X ) ≤
|V | + s. Towards a contradiction, suppose that wgt(X ) ≥ |V | + s + 1. Observe
that since no C ∈ S can contain two different universal nodes of Gℓ we get

wgt(S) ≥
∑

u∈{u1,...,uℓ}

wgt ({C ∈ S | u ∈ C})

≥ ℓ · wgt(X )

≥ ℓ(|V |+ s+ 1)

= ℓ(|V |+ s+ 1)− 1 + 1

≥ wgt(S) + 1.

choice of u∗,X

wgt(X ) ≥ |V |+ s+ 1

ℓ(|V |+ s+ 1)− 1 ≥ wgt(S)

In total, this yields wgt(S) ≥ wgt(S) + 1, hence wgt(X ) ≤ |V |+ s.
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Now, towards the final contradiction, suppose |N | ≥ s+ 1. We obtain

wgt(X ) =
∑
C∈S,
u∗∈C

|C|

=
∑
C∈N

|C ∪ {u∗}|

= |N |+
∑
C∈N

|C|

≥ s+ 1 +
∑
C∈N

|C|

= s+ 1 +
∑
v∈V

|{C ∈ N | v ∈ C}|

≥ s+ 1 + |V |.

definition of N

u∗ ̸∈ C for all C ∈ N

|N | ≥ s+ 1

double counting principle

N covers V

Thus, we have derived both wgt(X ) ≥ |V | + s + 1 and wgt(X ) ≤ |V | + s, a
contradiction. Hence, we conclude that |N | ≤ s. ⊓⊔

Using this preliminary work, the NP-completeness proof is straightforward:

Theorem 3.5. Sigma Clique Cover is NP-complete.

Proof. Lemma 3.4 directly yields a polynomial-time many-one reduction from
NCC to SCC, i.e., deciding an instance (G, s) of NCC is equivalent to deciding
the instance

(
Gℓ, ℓ (|V |+ s+ 1)− 1

)
of SCC where ℓ := 2|E|+1. Because NCC

is NP-hard [34], so is SCC. Observe that SCC ∈ NP, since a certificate for
SCC can clearly be guessed and checked in polynomial-time. Consequently, we
conclude that SCC is NP-complete. ⊓⊔

4 NP-Completeness of Cluster Vertex Splitting

We will now build upon the NP-completeness of SCC and attend to the NP-
completeness proof of CVS. The formal problem definition of the corresponding
decision problem is given below.

Cluster Vertex Splitting (CVS)
Input: A tuple (G, k), where G is a graph and k ∈ N.
Question: Is there a sequence of at most k vertex splits that transforms G

into a cluster graph?

The reduction will be accomplished in a multi-step manner: We begin with
introducing two lemmata, Lemma 4.1 and Lemma 4.2, used to prove the forward
and backward direction of Lemma 4.3, respectively. Then, in Lemma 4.3, we
establish a close correspondence between instances of SCC and instances of
CVS. Finally, in Theorem 4.4, we use said correspondence to show that CVS is
NP-complete.
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Lemma 4.1 essentially states the following: Consider a graph G′ that has a
sigma clique cover C′. If we merge two non-adjacent vertices v and w in G′ into
a vertex we call u, that is, we perform a reverse vertex split, we obtain a new
graph, G. Then, we can replace each occurrence of v or w in C′ with u and obtain
a sigma clique cover C of the same weight for G. Note that the “overlap” of C,
wgt(C)− |V (G)|, is one more than the “overlap” of C′, wgt(C′)− |V (G′)|.

Lemma 4.1. Let G = (V,E) be a graph and let G′ = (V ′, E′) be obtained from
G by splitting u ∈ V into v, w ∈ V ′. If C′ is a sigma clique cover of G′, then
there exists a sigma clique cover C of G with wgt(C) = wgt(C′).

Proof. Using

f(C ′) :=

{
(C ′ \ {v, w}) ∪ {u} if C ′ ∩ {v, w} ≠ ∅
C ′ otherwise

we define
C := {f(C ′) | C ′ ∈ C′} .

Note that f gives a bijection from C′ to C.
We claim that C′ satisfies the conditions of this lemma. First, we establish

that C is a sigma clique cover of G by verifying the two conditions of Defini-
tion 3.1. We begin by proving that all C ∈ C induce cliques in G.

Let C ∈ C. Assume f−1(C) = C. Observe that C ∩ {v, w} = ∅. This implies
that G[C] = G′[C]. Hence, since G′[C] is a clique, so is G[C].

Conversely, assume f−1(C) ̸= C. Without loss of generality, we assume that
v ∈ f−1(C) and w ̸∈ f−1(C), since f−1(C) cannot both contain v and w by the
semantics of vertex splitting.

Towards the goal of showing v1v2 ∈ E, let v1, v2 ∈ C with v1 ̸= v2.

Case {v1, v2} ∩ {u} = ∅: We get that v1v2 ∈ E if and only if v1v2 ∈ E′ by the
way our vertex split was defined. From {v1, v2} ⊆ f−1(C), our assumption
that f−1(C) ∈ C′ is a sigma clique cover of G′ and the correspondence just
established, it follows that v1v2 ∈ E.

Case {v1, v2} ∩ {u} ≠ ∅: Without loss of generality, assume v1 = u. Since {v, v2}
is a subset of f−1(C), again invoking that C′ is a sigma clique cover of G′ to
derive vv2 ∈ E′ and NG′(v) ⊆ NG(u), it follows that uv2 ∈ E.

Now, we prove the second property, that is, all edges of G are covered by C.
Again, let v1, v2 ∈ C with v1 ̸= v2.

Case {v1, v2} ∩ {u} = ∅: This edge is not affected by the split, therefore v1v2 ∈
E′, enabling us to choose C ′ ∈ C′ such that{v1, v2} ⊆ C ′. Thus {v1, v2} ⊆
C ′ \ {v, w} ⊆ f(C ′) ∈ C.

Case {v1, v2} ∩ {u} ≠ ∅: Without loss of generality, assume v1 = u. By the se-
mantics of our split, either vv2 ∈ E′ or wv2 ∈ E′ must hold. Without loss of
generality, assume the former. By the assumption of C′ being a sigma clique
cover of G′, we can choose C ′ such that {v, v2} ⊆ C ′ ∈ C′. Thus, we find
that {u, v2} ⊆ f(C ′) ∈ C.
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uout

uin

f(C1)C1

→
u

G G′

Fig. 4: On the left, a graph G with a sigma clique cover C is depicted. The clique
C1 ∈ C is marked in green. On the right, a graph G′, obtained by splitting u
into uin and uout, is drawn. Additionally, a sigma clique cover C′ of G′ is shown.
The clique C1 of C was “pulled away” to form f(C1) in the derived C′, creating
a sigma clique cover of “decreased overlap”.

Therefore, C is a sigma clique cover of G. Finally, observe that f ranging over C′

does not change the cardinality of any image it maps, implying that wgt(C) =
wgt(C′). ⊓⊔

Now, we tend to the other direction. In essence, Lemma 4.2 states the fol-
lowing: Consider a graph G that has a sigma clique cover C of “overlap”, that is,
wgt(C)−|V (G)|, at most α ∈ N. If α is zero, then G evidently is a cluster graph.
Otherwise, there is a vertex u covered by at least two cliques, C1 and C2. Then,
we can define a vertex split acting on u that “pulls the clique C1 away from the
other cliques of C” while leaving the cliques of the sigma clique cover intact. One
of u’s descendants is then only covered by a single clique. Reference Figure 4
for an illustration. Consequently, we obtain a graph G′ that has a sigma clique
cover of the same weight, but with an “overlap” decremented by one.

Lemma 4.2. Let G = (V,E) be a graph without isolated vertices and let C be a
sigma clique cover of G with wgt(C) ≤ |V | + α ∈ N as well as |C| > 1 for all
C ∈ C. Then, either G is already a cluster graph or there is u ∈ V such that u
can be split in G to obtain G′ = (V ′, E′) satisfying

1. G′ has a sigma clique cover C′,
2. wgt(C′) ≤ |V ′|+ α− 1,
3. |C ′| > 1 for all C ′ ∈ C′, and
4. G′ does not contain isolated vertices.

Proof. If G is not already a cluster graph, there must exist C1 ̸= C2 ∈ C such
that C1 ∩ C2 ̸= ∅. In this case, let u ∈ C1 ∩ C2.
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We define G′ = (V ′, E′) as the graph that is obtained when u is split into
the two vertices uin and uout obeying:

NG′(uin) := NG(u) ∩ C1,

NG′(uout) := (NG(u) \ C1) ∪ {v ∈ NG(u) ∩ C1 | ∃C ∈ C \ {C1} : u, v ∈ C} .

Furthermore, using the map

f(C) :=


(C \ {u}) ∪ {uin} if C = C1

(C \ {u}) ∪ {uout} if u ∈ C ∧ C ̸= C1

C otherwise

we can define
C′ := {f(C) | C ∈ C} .

Note that f gives a bijection between C and C′; thus f−1(·) will be used to
denote a single well-defined element in what follows.

Intuitively, this split corresponds to “pulling out” the vertex u creating uin,
only keeping the part of u’s neighborhood contained in C1, so that uin will only
be contained in a single clique f(C1) in the derived sigma clique cover C′ and
letting uout inherit the rest of the neighborhood, plus a select set of vertices
already neighbors of uin, as to not destroy any cliques of C \ {C1}. See Figure 4
for an example.

We claim that G′ and C ′ satisfy Condition (1)–(4) of this lemma. Observe
that f preserves the cardinality of mapped sets, and that |C| > 1 for all C ∈ C.
Thus, Condition 3 follows immediately. It remains to show that Conditions 1, 2
and 4 are satisfied.

Condition 1. To establish that C′ is a sigma clique cover of G′, the two conditions
of Definition 3.1 need to be verified. We start with the first condition, that is,
we verify that all C ′ ∈ C′ induce cliques in G′:

Let C ′ ∈ C′. Since |C ′| < 2 is impossible, we select arbitrary v1, v2 ∈ C ′ such
that v1 ̸= v2. We denote the intersection of {uin, uout} and {v1, v2} by I and
enumerate all arising cases:

I = ∅: We have v1v2 ∈ E since {v1, v2} ⊆ f−1(C ′), further implying v1v2 ∈ E′,
because this edge was not affected by the splitting operation.

I = {uin}: Without loss of generality, assume v1 = uin. Since f−1(C ′) = C and
{v2, u} ⊆ C, we obtain v2 ∈ NG(u) and v2 ∈ C. Thus, v2 ∈ NG′(uin),
implying v1v2 ∈ E′ by construction.

I = {uout}: Without loss of generality, assume v1 = uout. Observe that this
yields v2 ∈ NG(u). In the case that v2 ̸∈ C1 it holds that v2 ∈ NG(u) \C1 ⊆
NG′(uout), thus uoutv2 = v1v2 ∈ E′.
Conversely, if v2 ∈ C1, observe that {u, v2} ∈ f−1(C ′). This implies v2 ∈
NG(u), and using our assumption, we get v2 ∈ NG(u) ∩ C1. Note also that
f−1(C ′) ̸= C1 by definition of f .
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Thus, f−1(C ′) serves as a witness for
v2 ∈ {v ∈ NG(u) ∩ C1 | ∃C ′ ∈ C \ C1 : u, v ∈ C ′} ⊆ NG′(uout). Hence, we
have uoutv2 = v1v2 ∈ E′.

I = {uin, uout}: Contradiction to the definition of the split yielding G′.

Now, we proceed with the second condition, demanding that all edges of G′

be covered by C′: Let v1v2 ∈ E′. Again, we denote the intersection of {uin, uout}
and {v1, v2} by I and enumerate all arising cases:

I = ∅: Since this case mandates that v1v2 ∈ E, by assumption of C being a sigma
clique cover of G, there exists C ∈ C such that {v1, v2} ⊆ C. By definition
of f , it must also hold that {v1, v2} ⊆ f(C).

I = {uin}: Without loss of generality, assume v1 = uin. Because v2 ∈ NG′(uin) ⊆
C1, and v2 ̸= u, we know that v2 ∈ f(C1). Furthermore, because uin ∈ f(C1)
by definition of f , we have uinv2 ∈ E(G′[f(C1)]).

I = {uout}: Without loss of generality, assume v1 = uout. It holds that v2 ∈
NG′(uout). As NG′(uin) is defined as the union of two sets, we distinguish
two cases: Firstly, assume v2 ∈ NG(u) \ C1. By definition of the vertex split
at hand, we have uv2 ∈ E. Using the assumption that C is a sigma clique
cover of G, there is C∗ ∈ C \ {C1} with {u, v2} ⊆ C∗. By the second case of
the definition of f , it thus follows that {uout, v2} ⊆ f(C∗).
Secondly, assume v2 ∈ {v ∈ NG(u) ∩ C1 | ∃C ∈ C \ {C1} : u, v ∈ C}. This
yields that there is C∗ ∈ C \ {C1} with {u, v2} ⊆ C∗ and therefore, by
the argument employed in the previous case, we have {uout, v2} ⊆ f(C∗).

I = {uin, uout}: Contradiction to the definition of the split yielding G′.

Thus, C′ indeed is a sigma clique cover of G′.

Condition 2. Since |C| = |f(C)| for all C ∈ C, we have

wgt(C′) = wgt(C)
≤ |V |+ α

≤ |V ′|+ α− 1.

by assumption

|V | = |V ′| − 1.

Condition 4. Towards a contradiction, suppose G′ contains an isolated vertex
v ∈ V ′. As the vertex degree of all vertices, except those of uin and uout, are
necessarily inherited from G by the vertex split, we must have either NG′(uin) =
∅ or NG′(uout) = ∅.

Suppose NG′(uin) = ∅. Since u ∈ C1 and |C1| > 1, there exists v2 ̸= u
with v2 ∈ C1. Since G[C1] is a clique, we get v2 ∈ NG(u). Therefore, v2 ∈
NG(u) ∩ C1 = NG′(uin), contradicting NG′(uin) = ∅.

Now, suppose NG′(uout) = ∅. Invoking the same argument as in the last case
substituting C2 for C1, we derive v2 ∈ NG(u). First, suppose v2 ∈ C1. Using C2

as witness, we obtain

v2 ∈ {v′ ∈ NG(u) ∩ C1 | ∃C ∈ C \ {C1} : u, v′ ∈ C} ⊆ NG′(uout),
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which contradicts NG′(uout) = ∅.
Now, suppose the contrary, that is, v2 ̸∈ C1. We derive

v2 ∈ NG(u) \ C1 ⊆ NG′(uout),

which again is a contradiction to NG′(uout) = ∅.
Thus, our initial assumption that G′ contains an isolated vertex v ∈ V ′ is

invalid. ⊓⊔

With this groundwork, we can formulate and prove Lemma 4.3. In essence,
the lemma states that it is equivalent to search for sigma clique covers of bounded
“overlap”, and splitting sequences ending in cluster graphs of bounded length.
Note that some special care needs to be taken to deal with the possibility of
isolated vertices.

To prove the correspondence, we proceed as follows: Suppose we are given
a graph with a sigma clique cover of “overlap” at most k. Then, we can apply
Lemma 4.2 at most k times to obtain a graph admitting a sigma clique cover of
zero “overlap”, which is a cluster graph.

Conversely, consider a splitting sequence of length at most k that ends in a
cluster graph. The last graph trivially has a sigma clique cover of zero “overlap”.
Then, we can work through the sequence in reverse order, and by repeatedly
applying Lemma 4.1, obtain a sigma clique cover of the first graph that has an
“overlap” of at most k.

Lemma 4.3. Let G = (V,E) be a graph, and let I := {v ∈ V | dG(v) = 0}.
Then, (G, k) is a positive instance of CVS if and only if (G, |V | − |I|+ k) is a
positive instance of SCC.

Proof. (⇒) : Let G0, . . . , Gℓ be a sequence of graphs with G0 = G and ℓ ≤ k such
that each graph, except G0, is obtained from its predecessor via a vertex split,
and Gℓ is a cluster graph. Observe that a vertex split never results in a graph
with fewer isolated vertices than the original graph, hence at least |I| vertices of
Gℓ are isolated. By identifying all connected components of Gℓ with their vertex
sets, but omitting some |I| trivial components, we can construct a sigma clique
cover Cℓ of Gℓ with wgt(Cℓ) = |V (Gℓ)| − |I|. Each split used in the construction
of G0, . . . , Gℓ introduces exactly one new vertex, therefore |V (Gℓ)| = |V | + ℓ.
Combining this with the fact that ℓ ≤ k, we derive wgt(Cℓ) ≤ |V | − |I| + k.
Using the sequence G0, . . . , Gℓ in reverse order, we iteratively apply Lemma 4.1
ℓ times using Cℓ and Gℓ as base case and obtain C0, . . . , Cℓ. In particular, it
follows that C0 is a sigma clique cover of G satisfying wgt(C0) ≤ |V | − |I| + k.
Thus, (G, |V | − |I|+ k) is a positive instance of SCC.

(⇐) : Let C be a sigma clique cover of G with wgt(C) ≤ |V |−|I|+k. Without
loss of generality, we can assume that C contains no C ∈ C with |C| ≤ 1, for
C \{C} still is a sigma clique cover of G of weight not exceeding that of C for any
such C ∈ C. Observe that C is a sigma clique cover of H0 := G[V \ I] too, since
E(H0) = E(G). Furthermore, set C0 := C. By iteratively applying Lemma 4.2
for a number of times, call it ℓ, either until a cluster graph is obtained as a
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direct result of the lemma, or alternatively, stopping after l = k iterations, we
can obtain the sequences H0, . . . ,Hℓ and C0, . . . , Cℓ.

We shall now verify that also in the latter case where ℓ = k, Hℓ must be
a cluster graph. As a consequence of the k applications of Lemma 4.2, we get
wgt(Hℓ) ≤ |V (Hℓ)|. By considering the fact that for each vertex v ∈ V (Hℓ)
there exists C ∈ Cℓ with v ∈ C (since Cℓ is a sigma clique cover of Hℓ and Hℓ

contains no isolated vertices), we derive wgt(Hℓ) ≥ |V (Hℓ)|. Thus, we have that
wgt(Hℓ) = |V (Hℓ)| and it follows that Cℓ forms a partition of V (Hℓ). Using this
partition property and the fact that Cℓ is a sigma clique cover of Hℓ allows us to
directly conclude that Hℓ is a cluster graph. Thus, Hℓ is a cluster graph in both
cases.

We reintroduce the isolated vertices I by constructing

H ′
0, . . . ,H

′
ℓ :=

(
(V (Hi) ·∪ I, E(Hi))

)
i∈{0,...,ℓ}

.

H ′
0, . . . ,H

′
ℓ forms a sequence of graphs where each constituent except the first

is generated by performing a split in its predecessor for a total of no more
than k splits; this property is inherited from H0, . . . ,Hℓ. Note that in particular
H ′

0 = G by definition, and furthermore, H ′
ℓ is a cluster graph, since adding

isolated vertices to a cluster graph yields another cluster graph. In total, we thus
have obtained a certificate H ′

0, . . . ,H
′
ℓ proving that (G, k) is a positive instance

of CVS. ⊓⊔

With the correspondence just established, the NP-hardness proof of CVS
becomes immediate.

Theorem 4.4. Cluster Vertex Splitting is NP-complete.

Proof. Let (G, s) be an instance of SCC and I := {v ∈ V (G) | dG(v) = 0}.
We can leverage Lemma 4.3 to conclude that deciding this instance of SCC is
equivalent to deciding the instance (G, s− |V (G)|+ |I|) of CVS. We have thus
constructed a polynomial-time many-one reduction from SCC to CVS. Because
SCC is NP-hard by Theorem 3.5, so is CVS. Observe that CVS ∈ NP, since
a certificate for CVS can clearly be guessed and checked in polynomial-time.
Consequently, we conclude that CVS is NP-complete. ⊓⊔

5 A Linear Kernel for Cluster Vertex Splitting

To start, we introduce the concept of valency, a straightforward tool that assists
us in counting arguments. We also review the concept of critical cliques [37],
where vertices that share identical closed neighborhoods are grouped together.
In Section 5.2, we establish the groundwork for the first data-reduction rule of
the kernel, which allows us to reduce certain critical cliques in a Sigma Clique
Cover instance. The second rule of the kernel is based on Section 5.3, where we
determine that Sigma Clique Cover instances that have been exhaustively
reduced using the previously explored mechanism and still contain more than
3k vertices are negative instances. We then give the kernel in Section 5.4.
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G CC(G)

Fig. 5: A graph G whose critical cliques are marked in blue (left) and CC(G)
(right).

5.1 The Notions of Valency and Critical Cliques

We will frequently have to prove lower bounds for the weight that a sigma clique
cover needs to have at minimum. This we will do by observing that particular
vertices must be covered by at least a certain number of cliques each. To aid in
such arguments, we introduce a new measure. The valency of a vertex v with
respect to a sigma clique cover C counts the number of cliques that contain v:

Definition 5.1. Let C be a sigma clique cover of a graph G. Then, for each
vertex v ∈ V (G), we define the valency of v with respect to C as the number of
cliques in C that cover v. Symbolically, we express this quantity as

valC(v) := | {C ∈ C | v ∈ C} |.

With this notation, we can express the weight of a sigma clique cover in an
alternative manner: Via the definition of wgt(·) (Definition 3.1) and the principle
of double counting, we obtain

wgt(C) =
∑
C∈C

|C| =
∑

v∈V (G)

valC(v).

Another key tool that we will use in this section is the concept of critical
cliques, coined by Lin et al. [37]. The closed neighborhood of a vertex v in a
graph G is NG(v) ∪ {v}. This allows us to consider an equivalence relation,
where vertices of a graph are in the same class if and only if their closed neigh-
borhoods coincide. The equivalence classes under this relation are called the
critical cliques of G. Consider a critical clique C of G. Observe that it is fully
connected “internally”, that is, G[C] is a clique, and that NG(v)\C = NG(w)\C
for any v, w ∈ C, which means that the vertices of C share a common “external
neighborhood”.

If we delete all but one vertex from each critical clique, we obtain a graph
isomorphic to what we will call the critical clique graph of G; we will use the
shorthand CC(G) to refer to it. See Figure 5 for an example.Formally, we define
this graph as follows:
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Definition 5.2. Let G be a graph. Consider the equivalence relation RG ⊆
V (G) × V (G) where (v, w) ∈ RG if and only if N(v) ∪ {v} = N(w) ∪ {w}.
We use [v]G to denote the equivalence class generated by v ∈ V (G) and RG. The
critical clique graph of G, referred to using CC(G), is given by

V (CC(G)) := {[v]G | v ∈ V (G)} and
E(CC(G)) := {[v]G[w]G | vw ∈ E(G) ∧ [v]G ̸= [w]G} .

The main intuition we make use of here is that members of the same critical
clique are essentially “clones” of one another. Thus, it seems reasonable that,
provided certain conditions are met, we are allowed to “shrink” certain critical
cliques without removing a significant amount of “computational complexity”
when solving the combinatorial problems we are interested in.

5.2 Towards a Rule to Shrink Critical Cliques

Consider the critical clique graph CC(G) of a graph G. We distinguish between
two kinds of critical cliques:

1. Critical cliques [v]G such that their neighborhood, that is, NCC(G)([v]G),
forms a clique in CC(G), and

2. critical cliques [v]G, where said neighborhood does not form a clique.

In this section, we show that, with respect to the sigma clique cover problem,
critical cliques of the first kind consisting of at least two vertices, can either safely
be reduced in size, or deleted altogether (Lemma 5.5). Correspondingly, we will
refer to them as reducible critical cliques. The second kind of critical cliques we
will call irreducible critical cliques.

To help prove Lemma 5.5, we first observe that in any minimum-weight
sigma clique cover of a graph, a vertex member of a critical clique of the first
kind is always covered by precisely one clique. Furthermore, this clique can be
determined explicitly (Lemma 5.4). We start with a useful observationthat we
prove for completeness’ sake:

Lemma 5.3. Let G be a graph, C a sigma clique cover of G, and v ∈ C ∈ C.
Then, C ⊆ NG(v) ∪ {v}.

Proof. Suppose there is w ∈ C \ {NG(v) ∪ {v}}. Observe that w differs from v.
But then w cannot be a neighbor of v in G. Hence, C cannot cover v and w
simultaneously, contradicting our choice of w. ⊓⊔

Now, we are ready to prove our auxiliary lemma that offers insight into the
structure of minimum-weight sigma clique covers:

Lemma 5.4. Let G be a graph without isolated vertices and let [v]G be a critical
clique in G such that CC(G)[NCC(G)([v]G)] is a clique. Furthermore, let C be a
minimum-weight sigma clique cover of G and let C∗ := NG(v) ∪ {v}. Then, C∗

is contained in C. Moreover, C∗ is the only clique of C that covers v.
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Proof. We will first show that G[C∗] is a clique; this will become useful later on.
Since v is not isolated, we can select two distinct vertices a, b ∈ C∗. We need to
show that ab ∈ E(G).

Case [a]G = [b]G = [v]G : The vertices a and b are part of a shared critical
clique. Hence, NG(a) ∪ {a} = NG(b) ∪ {b}, which implies a ∈ NG(b).

Case [a]G ̸= [v]G ∧ [b]G ̸= [v]G : Since a ̸= v and b ̸= v, we have {a, b} ⊆
NG(v), implying {va, vb} ⊆ E(G). Using Definition 5.2, we obtain that all of
{[v]G[a]G, [v]G[b]G} are edges of CC(G). If [a]G = [b]G, it is immediate that
ab ∈ E(G). Otherwise, we invoke the precondition that CC(G)[NCC(G)([v]G)]
is a clique, yielding [a]G[b]G ∈ E(CC(G)), which implies ab ∈ E(G).

Case [a]G = [v]G ∧ [b]G ̸= [v]G : Similarly to the last case, b ̸= v gives b ∈
NG(v), implying [v]G[b]G = [a]G[b]G ∈ E(CC(G)). Hence, ab ∈ E(G).

Case [a]G ̸= [v]G ∧ [b]G = [v]G : Symmetrical to the previous case.

Next, we show that v is covered by at most one clique. Towards a contra-
diction, suppose that valC(v) ≥ 2. Let C1 and C2 be two distinct cliques of C
such that v ∈ C1 ∩ C2. By Lemma 5.3, we know that C1 ⊆ NG(v) ∪ {v} and
C2 ⊆ NG(v)∪ {v}. Thus, C1 ∪C2 ⊆ NG(v)∪ {v} = C∗. We have already shown
that G[C∗] is a clique. Since the family of clique graphs is closed under vertex
deletion, we thus find that G[C1 ∪ C2] is a clique too. Now, let

C′ := (C \ {C1, C2}) ∪ (C1 ∪ C2) .

Clearly, C′ covers G as C does. Also, we have just observed that G[C1 ∪ C2] is
a clique, while all other C ∈ C′ induce cliques in G because C is a sigma clique
cover of G. Therefore, C′ is a sigma clique cover of G. But notice

wgt(C′) = wgt(C)− |C1| − |C2|+ |C1 ∪ C2|
< wgt(C).

|C1 ∪ C2| < |C1|+ |C2|

This contradicts that C has minimum weight for G. Therefore, valC(v) < 2. Since
v is not isolated, we additionally have that valC(v) ≥ 1. Thus, valC(v) = 1.

We have shown that v is covered by precisely one clique of C; call it C. The
last remaining step is to prove that C = C∗. Consider any edge e ∈ E(G) incident
with v. We observe that e is covered by C, for were e covered by any different
C ′ ∈ C, we would obtain valC(v) ≥ 2. Thus, considering all such edges lets us
conclude that NG(v) ∪ {v} = C∗ ⊆ C. At the same time, by Lemma 5.3, we get
C ⊆ NG(v) ∪ {v} = C∗. Therefore, C equals C∗ and the proof is complete. ⊓⊔

It remains to turn our previous observation into a lemma suitable to show
the correctness of a reduction rule used in the kernel. More specifically, when we
prove the correctness of Rule I formulated in Theorem 5.7, we will make direct
use of the following lemma:

Lemma 5.5. Let G be a graph without isolated vertices and let [v]G be one of its
critical cliques such that |[v]G| ≥ 2 and CC(G)[NCC(G)([v]G)] is a clique. Then,
(G, |V (G)|+ k) is a positive instance of SCC iff (G− v, |V (G− v)|+ k) is.
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Proof. (⇒) : Let C be a minimum-weight sigma clique cover of G with wgt(C) ≤
|V (G)|+k. We apply Lemma 5.4 and conclude that v, as well as all edges incident
with v, are covered only by a single clique C∗ ∈ C; let

C′ := (C \ C∗) ∪ (C∗ \ {v}) .

Consider C ∈ C′. We observe that (G − v)[C] = G[C] − v and conclude that
(G− v)[C] is a clique, since G[C] is a clique and the class of complete graphs is
closed under vertex deletion. Furthermore, it is easy to see that since C covers G,
we know that C′ covers G− v. Note also that since valC(v) = 1 with v ∈ C∗ ∈ C,
we can deduce C′ ⊆ P(V (G− v)) and wgt(C′) = wgt(C)− 1 ≤ |V (G)|+ k − 1 =
|V (G− v)|+ k. Thus, C′ is a sigma clique cover of G− v of the required weight.

(⇐) : Let C′ be a minimum-weight sigma clique cover of G − v such that
wgt(C′) ≤ |V (G− v)|+ k. Furthermore, let w ∈ [v]G \ {v}. We apply Lemma 5.4
to G− v, [w]G−v, and C′ to deduce that there is a single clique C∗ = NG−v(w)∪
{w} ∈ C′ where w ∈ C∗. Next, let

C := (C′ \ C∗) ∪ (C∗ ∪ {v}) .

We know that v and w are part of the same critical clique in G. Thus, NG(v) ∪
{v} = NG(w) ∪ {w}. Subtracting v on both sides, we obtain

NG(v) = NG−v(w) ∪ {w} = C∗ ⊆ C∗ ∪ {v} .

Thus, all e ∈ E(G)\E(G−v) are covered by C∗∪{v}. All remaining edges of G
are not incident with v; let e be such an edge. Since there is C ′ ∈ C′ that covers
e and C ′ ⊆ C for some C ∈ C, we have that C covers e.

It remains to show that all C ∈ C induce cliques in G. Let C ∈ C. If v ̸∈ C,
then G[C] = (G − v)[C]. Otherwise, C is equal to C∗ ∪ {v}. We know that
(G− v)[C∗] is a clique and that G− v ≺ G. Thus, we only need to show that all
edges between C∗ and {v} exist in G. Let

a ∈ C∗ = NG−v(w) ∪ {w}
⊆ NG(w) ∪ {w}
= NG(v) ∪ {v} .

Since a ̸= v, we have a ∈ NG(v), or phrased differently: av ∈ E(G).
Observe that C ⊆ P(V (G)) and wgt(C) = wgt(C′)+1 ≤ |V (G− v)|+1+k =

|V (G)| + k. Therefore, we can finish our proof and conclude that C is a sigma
clique cover of G of the required weight. ⊓⊔

5.3 Towards a Rule to Recognize Negative Instances

In the previous section, we laid the foundation for a rule that minimizes the
sizes of reducible critical cliques. Consider an instance (G, |V (G)|+k) of Sigma
Clique Cover that has been exhaustively reduced using the aforementioned
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rule. We now observe that, if this instance has more than 3k vertices, then it is a
negative instance. This will serve as the basis for Rule II defined in Theorem 5.7.

We proceed as follows: We assume that G has more than 3k vertices and
consider an arbitrary sigma clique cover C of G. Then, we provide two separate
lower bounds on wgt(C). One bound is based on reducible critical cliques, while
the other bound is based on irreducible critical cliques. Each lower bound indi-
vidually is too weak, but the maximum of both will be greater than |V (G)|+ k
in all cases, yielding that (G, |V (G)|+ k) is a negative instance.

Lemma 5.6. Let G be a graph such that none of its connected components are
cliques and k ∈ N. We divide V (CC(G)) into the partition A ·∪B where v ∈ A if
and only if CC(G)[NCC(G)(v)] is a clique. Furthermore, we set

A :=
⋃

A and B :=
⋃

B,

that is, the partition of V (G) induced by A ·∪ B. If |A| = |A| and |V (G)| > 3k,
then (G, |V (G)|+ k) is a negative instance of SCC.

Proof. We assume that |A| = |A| and |V (G)| > 3k. Let C be a sigma clique cover
of G. We claim that

wgt(C) ≥ max
{
2|A|, |V (G)|+ |B|

}
> |V (G)|+ k.

First, we will derive wgt(C) ≥ 2|A|: Consider the set B′ ⊆ B with

B′ :=
{
b ∈ B | NCC(G)(b) ∩A ̸= ∅

}
.

Phrased differently, B′ is the subset of B where each element has at least one
neighbor in A in CC(G). Furthermore, let fB : B → B such that fB(b) ∈ b for
all b ∈ B, that is, a function selecting an arbitrary vertex out of each critical
clique contained in B. Additionally, we define a second function fA : A → A in
a completely symmetric manner.

Now, consider some b ∈ B′ and a ∈ A such that ab ∈ E(CC(G)). By
Lemma 5.4, there is precisely one C ∈ C such that {fA(a), fB(b)} ⊆ C. Thus,
accounting for all such a, we obtain

valC(fB(b)) ≥ |NCC(G)(b) ∩A|.

On the other hand, let a ∈ A. Suppose NCC(G)(a) ⊆ A. Then,

G
[⋃

(NCC(G)(a) ∪ {a})
]

is a connected component of G that is a clique, which we required to never be
the case. Thus |NCC(G)(a) ∩B′| ≥ 1. Using these two facts, we obtain∑

b∈B′

valC(fB(b)) ≥
∑
b∈B′

|NCC(G)(b) ∩A|

=
∑
a∈A

|NCC(G)(a) ∩B′|

≥ |A|
= |A|.

double counting
principle
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In total, we calculate

wgt(C) =
∑

v∈V (G)

valC(v)

=
∑

c∈A∪(B\B′)

∑
c∈c

valC(c) +
∑
b∈B′

∑
b∈b

valC(b)

≥ |A|+
∑
b∈B′

∑
b∈b

valC(b)

≥ |A|+
∑
b∈B′

valC(fB(b))

≥ 2|A|.

A ⊆ A ∪ (B \B′),
∀v ∈ V (G) : valC(v) ≥ 1

fB(b) ∈ b

Next, we will derive wgt(C) ≥ |V (G)| + |B|: Let [v]G ∈ B. By definition of
B, there are distinct [u]G, [w]G ∈ V (CC(G)) such that {vu, vw} ⊆ E(G), but
uw ̸∈ E(G). Let C1 ∈ C such that {v, u} ⊆ C1 and C2 ∈ C such that {v, w} ⊆ C2.
Since uw ̸∈ E(G), we know that C1 differs from C2. Thus, valC(v) ≥ 2. In total,
we obtain

wgt(C) =
∑

v∈V (G)

valC(v)

=
∑
b∈B

∑
b∈b

valC(b) +
∑
a∈A

∑
a∈a

valC(a)

≥ 2|B|+ |A|
= |V (G)|+ |B|.

|V (G)| = |A|+ |B|

To finish our proof, we will combine these two bounds to obtain that wgt(C) >
|V (G)|+ k. First, suppose that |A| ≥ 2

3 |V (G)|. Then,

wgt(C) ≥ 2|A|

≥ 4

3
|V (G)|

> |V (G)|+ k.
|V (G)| > 3k

If otherwise |A| < 2
3 |V (G)|, then

wgt(C) ≥ |V (G)|+ |B|

≥ |V (G)|+ 1

3
|V (G)|

> |V (G)|+ k.

|B| ≥ 1
3
|V (G)|

|V (G)| > 3k

Therefore, we conclude that wgt(C) > |V (G)|+k in all cases. Since C was chosen
generically, this implies (G, |V (G)|+ k) is a negative instance of SCC. ⊓⊔
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(G, 3) (G′, 3)

(G, 1) (P3, 0)

→

→

Fig. 6: Two instances of CVS and their corresponding kernel as given by The-
orem 5.7. Reducible critical cliques are marked in green with dashed outlines,
while irreducible critical cliques are marked in red with solid outlines. Note that
the graph G is taken from Figure 5.

5.4 Deriving the Kernel

In the two preceding sections, we essentially derived two data reduction rules
for the sigma clique cover problem. It remains to compile our results into a
polynomial kernelization procedure for Cluster Vertex Splitting. Essen-
tially, we convert a given instance (G, k) of Cluster Vertex Splitting into
an equivalent instance of Sigma Clique Cover, apply the two reduction rules
exhaustively, until finally converting the reduced instance back to an instance of
Cluster Vertex Splitting. Refer to Figure 6 for an example.

Theorem 5.7. Cluster Vertex Splitting admits a problem kernelization
mapping an instance (G, k) to an equivalent instance (G′, k′) satisfying |V (G′)| ≤
3k + 3 and k′ ≤ k.

Proof. Let an instance of Cluster Vertex Splitting be given through (G, k)
and let G0 be obtained from G by removing all isolated vertices. Observe that
(G, k) is equivalent to (G0, k =: k0) with respect to CVS. We apply Lemma 4.3
and derive that (G0, k0) is a positive instance of CVS if and only if (G0, |V (G0)|+
k0) is a positive instance of Sigma Clique Cover.Next, we construct the se-
quences G0, . . . and k0, . . . by exhaustively applying the following set of rules:

Rule I: If there is a critical clique [v]Gi
∈ V (CC(Gi)) such that [v]Gi

contains
at least two vertices and CC(Gi)[NCC(Gi)([v]Gi

)] is a clique, then Gi+1 :=
(Gi − v)− I and ki+1 := ki, where I is the set of isolated vertices in Gi − v.
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Rule II: If Rule I is not applicable to Gi, Rule II has not been used so far, and
|V (Gi)| > 3ki, then Gi+1 := P3 and ki+1 := 0.

Termination in polynomial time. Observe that Rule I reduces the number of
vertices of the current graph, and that Rule II is applicable at most once. Thus,
both sequences are finite and of length ℓ = O(|V (G)|). The time complexity
of constructing the critical clique graph of some graph H is in O(|V (H)| +
|E(H)|) [31]. Hence, we observe that our sequences can be constructed using a
budget of O(|V (G)|(|V (G)|+ |E(G)|)) steps.

Correctness. We claim that Rule I and Rule II are correct, that is, the in-
stances (Gi, |V (Gi)|+ki) and (Gi+1, |V (Gi+1)|+ki+1) are equivalent with respect
to the SCC problem for all i ∈ {0, . . . , ℓ−1}. Let Gi such that Gi+1 was obtained
by applying Rule I, and let v as well as I as used in the definition of Rule I. First,
consider the case when I ̸= ∅. Let w ∈ I. We have that dGi(w) ≥ 1, because w
is not isolated in Gi. At the same time, we know that dGi

(w) < 2, for otherwise
w would not be isolated in Gi − v. Thus, dGi

(w) = 1, which forces |[v]Gi
| = 2.

Since w ̸∈ [v]Gi
would imply dGi

(w) ≥ 2, we conclude that [v]Gi
= {v, w},

that is, Gi[{v, w}] ≃ K2 is a connected component of Gi. Now, it is easy to
see that (Gi, |V (Gi)| + k) is equivalent to (Gi+1, |V (Gi+1)| + k) with respect
to the SCC problem. Otherwise, I = ∅. By construction, Gi is free of isolated
vertices. Thus, applying Lemma 5.5 yields that (Gi, |V (Gi)| + k) is equivalent
to (Gi − v, |V (Gi − v)| + k) = (Gi+1, |V (Gi+1)| + k) with respect to the SCC
problem. Hence, Rule I is correct.

Next, let Gi such that Gi+1 was obtained by applying Rule II, and let
A,A,B,B as defined in the header of Lemma 5.6 when substituting G for Gi.
Then, |V (Gi)| > 3ki and Rule I is not applicable to Gi. Hence, for all [v]Gi ∈
V (CC(Gi)) such that CC(Gi)[NCC(Gi)([v]Gi

)] is a clique, we have |[v]Gi
| = 1.

Note that this implies |A| = |A|. Again, notice also that Gi cannot contain iso-
lated vertices. Now, suppose that C ⊆ V (Gi) induces a connected component of
Gi that is a clique with |C| > 1 and let v ∈ C. Then, C “spans” the whole of
Gi[C], that is, [v]Gi

= C and CC(Gi)[NCC(Gi)([v]Gi
)] = ∅. Thus, applying the

above, we have |C| = 1, which cannot be since Gi is free of isolated vertices.
Therefore, none of Gi’s connected components are cliques. Hence, all conditions
are met to apply Lemma 5.6 to Gi, ki, A,A,B and B, showing that (Gi, ki) is
a negative instance of SCC. Since (P3, |P3| + 0) is a negative instance of SCC
too, Rule II is correct.

In total, we have that (Gℓ, |V (Gℓ)|+ kℓ) is a positive instance of SCC if and
only if (G0, |V (G0)| + k0) is. Another application of Lemma 4.3 (using that Gℓ

is free of isolated vertices) yields that (Gℓ, |V (Gℓ)|+ kℓ) is a positive instance of
SCC if and only if (Gℓ, kℓ) is a positive instance of CVS. Finally, we conclude
that (G, k) is equivalent to (Gℓ, kℓ) with respect to the CVS problem.

Problem kernel size. First, we observe that kℓ ≤ k, as no rule may increase
the current value for k. If Rule II was used in the construction of the sequence
at any step, then |V (Gℓ)| = |P3| ≤ 3 + k. Otherwise, Rule II was not used.
As Gℓ is the last element of G0, . . . , Gℓ, no rule is applicable to it. Suppose
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|V (Gℓ)| > 3kℓ. But then, Rule II is applicable, which is a contradiction. Hence,
|V (Gℓ)| ≤ 3kℓ ≤ 3k + 3. ⊓⊔

6 The Critical-Clique Lemma

We now consider the critical-clique lemma for Cluster Editing With Vertex
Splitting (CEVS) mentioned in the introduction. CEVS is defined as follows,
where by a graph modification we mean a vertex split, an edge addition, or an
edge deletion.

Cluster Editing With Vertex Splitting
Input: A tuple (G, k), where G is a graph and k ∈ N.
Question: Is there a sequence of at most k graph modifications that transforms

G into a cluster graph?

To state the critical-clique lemma for CEVS, we first need an equivalence
between the sequence of modifications in CEVS and a cover of the input graph
by clusters, similar to the correspondence between sigma clique covers and cluster
vertex splittings in Lemma 4.3.

A cover of a graph G is a collection C of subsets of V (G) such that
⋃

C∈C C =
V (G). The cost cstG(C) of a cover C is the number of non-edges contained in a
set of C plus the number of edges not contained in any set of C plus the number
of times each vertex is covered by a set beyond the first time. In formulas,

cstG(C) =
∣∣∣∣{uv ∈

(
V

2

)
\ E(G) | ∃C ∈ C : {u, v} ⊆ C

}∣∣∣∣+
|{uv ∈ E(G) | ∀C ∈ C : {u, v} ⊈ C}|+

(∑
C∈C

|C|

)
− |V (G)|.

Herein,
(
V
2

)
denotes the set of all two-element subsets of V . If G is clear from

the context, we omit the subscript G in cstG.
The following lemma has been used implicitly by Abu-Khzam et al. [3] but

we are not aware of a formal proof.

Lemma 6.1. Let G be a graph and k a positive integer. There is a sequence of
at most k graph modifications to obtain from G a cluster graph if and only if G
admits a cover of cost at most k.

Proof. Let S be a sequence of at most k graph modifications such that applying
them to G results in a cluster graph. By a reordering argument of Abu-Khzam
et al. [3] (see [4, Theorem 1]) we may assume that S consists of a possibly empty
sequence of edge additions, then a possibly empty sequence of edge deletions, and
then a possibly empty sequence of vertex splits. Consider the graph G̃ obtained
after performing all edge additions and edge deletions but none of the vertex
splits. Let ℓ be the number of vertex splits in S and n0 the number of degree-0
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Fig. 7: Counterexample to the critical-clique lemma.

a

b

c

d

e

f

g

h

Fig. 8: The P3 packing in Proposition 6.3.

vertices in G̃. By Lemma 4.3 there is a sigma clique cover of G̃ of weight at
most n− n0 + ℓ were n is the number of vertices of G̃. By adding to this sigma
clique cover the degree-0 vertices of G̃ as singleton sets, we obtain a cover C
of G̃. Observe that the cost of C (with respect to G̃) is at most ℓ. Notice that
the number of edges of G that are not contained in any set in C is at most the
number of edge deletions in S and that the number of non-edges of G that are
contained in at least one set in C is at most the number of edge additions in S.
Hence, C is a cover of G of cost at most k.

Now let C be a cover of G of cost at most k. Delete each edge from G that is
not in any set in C and for each non-edge of G that is contained in some set of C,
add the corresponding edge to G. Denote by G̃ the so-obtained graph. Let k′ be
obtained from k by subtracting the number of performed graph modifications so
far. Note that C is a sigma clique cover of G̃. Remove the isolated vertices from C,
obtaining C′, which is still a sigma clique cover of G̃. Moreover, the weight of C′

with respect to G̃ is at most n − n0 + k′, where n0 is the number of isolated
vertices in G̃, by the definition of the cost of C. Thus, by Lemma 4.3 we may
split at most k′ vertices in G̃ to obtain a cluster graph. ⊓⊔

Recall the definition of critical cliques from Definition 5.2. The critical-clique
lemma as stated by Abu-Khzam et al. [3] (see their Lemma 8) is as follows:
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a
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fgh

Fig. 9: Solutions of cost 6 that do not cut critical cliques.

Lemma 6.2 (Incorrect). Let G be a graph and C a cover of G of minimum
cost. For each C ∈ C and each critical clique of G with vertex set K we have
either C ∩K = ∅ or K ⊆ C.

As far as we are aware, Lemma 6.2 is being used in references [5, 4, 3, 6]. However,
the example in Figure 7 shows that Lemma 6.2 is incorrect: The left shows the
input graph with marked critical cliques. The right shows a minimum-cost cover
in which the left cover set contains the central critical clique only partially.
Dashed edges are removed, dotted edges added, and vertices in both sets are
split. The cost of the cover is 6.

Proposition 6.3. The graph shown on the left in Figure 7 needs at least 6
modifications to turn it into a cluster graph.

Proof. We show that there is a modification-disjoint packing of six induced P3s.
In the following, we denote a P3 by xyz, where x, y, and z are its three vertices
and y is the center vertex. Two P3s xyz and abc are modification disjoint if they
do not contain the same vertex pair (that is, the same edge or non-edge) and they
do not contain the same center vertex. In formulas, |{a, b, c} ∩ {x, y, z}| ≤ 1 and
y ̸= b. A modification-disjoint packing of P3s is a collection of induced P3s that
are pairwise modification disjoint. Note that, if a graph admits a modification-
disjoint packing of ℓ P3s then we need at least ℓ modifications to turn the graph
into a cluster graph.

Consider the following P3s in the graph in Figure 7: abc, cde, ahg, gfe, hcf ,
bgd. See also Figure 8. Note that they form a modification-disjoint packing. Thus
we need at least 6 modifications to turn the graph into a cluster graph. ⊓⊔

There are other solutions of cost 6 that do not cut critical cliques. Thus, it is
tempting to assume that, altough not necessarily every optimal solution does
not cut critical cliques, that there is always such an optimal solution. Indeed,
after the appearance of our counterexample above, this has been proved to be
true:
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Lemma 6.4 (Abu-Khzam et al. [1]). Let G be a graph and k a positive
integer. If (G, k) admits a solution for CEVS, then there is a cover C of cost
at most k such that for each critical clique K of G and each set C ∈ C we have
either K ⊆ C or K ∩ C = ∅.

7 The Complexity of Cluster Editing With Vertex
Splitting

Based mainly on our NP-hardness proof of Cluster Vertex Splitting in
conjunction with the corrected critical-clique lemma we obtain NP-hardness of
Cluster Editing With Vertex Splitting:

Theorem 7.1. There is a polynomial-time many-one reduction from CVS to
CEVS, showing that CEVS is NP-hard.

Proof. We give a reduction from Cluster Vertex Splitting (CVS) to Clus-
ter Editing With Vertex Splitting (CEVS). Let (G, k) be an instance of
CVS. Without loss of generality, we assume that G does not contain isolated
vertices. We construct an instance (H, s) of CEVS. To obtain H from G, re-
place each vertex in G by a clique with k + 1 vertices. That is, V (H) = {vi |
v ∈ V (G), i ∈ [k + 1]} and E(H) = {uivj | uv ∈ E(G), i, j ∈ [k + 1]}. We
say that vi ∈ V (H) is a copy of v ∈ V (G) and for each v ∈ V (G) we let
Kv := {vi ∈ V (H) | i ∈ [k+1]} denote the clique of v. Put s = k(k+1). Clearly,
the reduction can be carried out in polynomial time. It remains to prove that
(G, k) has a solution (for CVS) if and only if (H, s) has a solution (for CEVS).

Let S be a solution to (G, k). By Lemma 4.3 there is a sigma clique cover C
for G of weight at most n+ k. From C, construct a cover C′ for H by replacing
in each set of C each vertex by all of its copies. That is C′ = {{vi | v ∈ C, i ∈
[k+1]} | C ∈ C}. Observe that, since each set in C is a clique with k+1 vertices,
we have cst(C′) ≤ k(k + 1). Thus, (H, s) has a solution by Lemma 6.1.

Let S be a solution to (H, s). By Lemma 6.1 there is a cover C′ of cost at
most k(k+1). By Lemma 6.4 we may assume that C′ is such that for each critical
clique in H with vertex set K and each set C ′ ∈ C′ we have either K ⊆ C ′ or
K ∩ C ′ = ∅. We claim that C′ is a sigma clique cover for H. Observe that for
each v ∈ V (G) we have that Kv is contained in some critical clique of H. Hence,
for all C ′ ∈ C′ we have either Kv ⊆ C ′ or Kv ∩C ′ = ∅. We claim that each edge
of H is contained in a set of C′. For a contradiction, assume the contrary, that is,
there are i, j ∈ [k+1] and uv ∈ E(G) such that uivj ∈ E(H) is not contained in
any set of C′. It follows that indeed for all i, j ∈ [k+1] we have that uivj ∈ E(H)
is not contained in any set of C′. That is, the cost of C′ is at least (k + 1)2, a
contradiction to the fact that C′ has cost at most k(k + 1). Analogously we can
show that no non-edge of H is contained in a set of C′. Hence, indeed C′ is an
edge clique cover of H. Construct a sigma clique cover C for G by replacing each
clique Kv by v, that is, put C = {{v ∈ V (G) | Kv ⊆ C ′} | C ′ ∈ C′}. Observe
that C has weight at most n+ k. Thus, by Lemma 4.3, (G, k) has a solution, as
required. ⊓⊔
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8 Conclusion

We conclude with directions for future research. The constants in our kernel-
ization for CVS (at most 3k + 3 vertices, see Theorem 5.7) are already quite
small, but it would be interesting to see whether they can be further improved.
A problem kernel with a linear number of edges would also be interesting. A
straightforward brute-force search on the kernel yields an algorithm solving CVS
in 2O(k2) · nO(1) time, which can be improved to 2O(k log k) · nO(1) with further
observations. Is it possible to obtain 2O(k) · nO(1) time as well? Finally, we fo-
cused here on the case where the overlap between clusters is small. There are
applications where the overlap is relatively large [42]. Thus, to get efficient al-
gorithms in this case, it would be interesting to study parameterizations dual to
k that measure the non-overlapping parts of the clustering.
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