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Chapter 1

Introduction

Cryptocurrencies are becoming more entangled with society as each year goes by in this
ever, increasingly digitised society. However, given its use as a value exchange, it means
cryptocurrency-related scams are alarmingly increasing as well. According to the FBI’s
most recent Internet Crime Report, investment opportunities represented the top cyber-
crime by victim loss worldwide (i.e. 3.31 billion USD) in 2022 for which 77% (2.57 billion
USD) was due to cryptocurrency investment fraud. Compared to 2021 when this type of
cyberscam caused 907 million USD in victim losses, this represents an unprecedented in-
crease of 183% from one year to the next. As a result, numerous victims (all in the ages 30
and 49) have required to cover their losses by becoming indebted with massive amounts
[1]. Both the FBI and Europol [2] agree on cryptocurrency investment scams being sutile
and distinct and, thus, can be classified in different categories. Some of the categories
worth mentioning are:

• Liquidity Mining: Victims are told by scammers to connect their cryptocurrency
wallet with a fake liquidity mining software. This enables scammers to retrieve the
victims’ funds without being notified or consented to do so.

• Business Opportunity: Scammers get in touch with victims and show them fraud-
ulent cryptocurrency websites, convincing the victims to invest. Victims are left
powerless to withdrawn their funds once they have invested in these websites.

• Phishing: Similar to Business Opportunity, scammers advertise cryptocurrency in-
vestment on social media platforms. Victims who are enticed by these adverts will
then provide their contact details, allowing scammers to manipulate them into in-
vesting.

Cryptocurrency-related scams have generated enough attention to become a subject
of study as in [3] and [4] as well as requiring long-standing financial institutions such as
Santander Bank [5] and HSBK UK [6] to raise awareness of this issue.

Therefore with these issues at hand, this project presents a cryptocurrency price fore-
casting tool (referred throughout the project as CincoCrypto) which analyses OHLC and
trading information from the current (as of the 6th May 2023) top five cryptocurrencies (or
coins) to develop model in which their closing USD price can be forecasted in a transpar-
ent, user-friendly manner to those who have little to no trading or technical background.

1



2 Chapter 1. Introduction

1.1 Motivation

To ensure investors can make well-informed, honest, trading in the cryptocurrency market
and mitigate fraudulent investment to the extent possible, this project aims to develop a
simple, free, open-source tool for cryptocurrency closing price forecasting using the latest
available financial information at the time of writing this Thesis. To this end, the tool
has been published on GitHub for it to be available to all audiences[7]. CincoCrypto is
trained and tested on using 1-year (06/05/2022 - 06/05/2023) OHLC and trading volume
information from the top five cryptocurrencies at the time of writing (i.e. BTC, ETH,
USDT, BNB and USDC) as stated by the world’s leading sources of cryptocurrency price
information: Binance [8], CoinMarketCap [9] and Yahoo! Finance [10]. To make predictions
on the Close price as accurate as possible, four models are generated within CincoCrypto
and their performance is reviewed to determine which one is best for a given coin dataset
being analysed.

1.2 Scope

The breadth and limitations of the project provide a brief description of the relevance of
the results for the proposed tool. The areas deliberately taken into account during the
development of CincoCrypto are the following:

• Cryptocurrency daily financial data

• 1-year long datasets

• Regression and Deep Learning algorithms

• Analysis of the current top 5 cryptocurrencies

• Model performance evaluation

The limitations in development of CincoCrypto are the following:

• Cryptocurrency sentiment and network information not considered

• Analysis of more than five crypto datasets is not enabled

• Datasets from CryptoCompare can only be analysed

• Algorithm hyperparameters are left as default and not assessed

• Feature selection algorithms are not implemented

Therefore the scope can be defined as:

• How can a simple, easy-to-use tool be developed to predict the closing cryptocur-
rency exchange price?

• What is the best overall (or per-coin) model for predicting the closing price?

• How should model performance be evaluated to choose the best one for a given
coin?



1.3. Contributions 3

Having defined the scope, the problem formulation can be stated as:

How can a cryptocurrency price forecasting tool be developed for an audience with
little to no financial and technical background?

1.3 Contributions

The contributions of this project aim to be twofold. Firstly, the software developed in this
Thesis project is meant to be free, open source program to be used as a secondary tool to
be used with more information (e.g. sentiment and network) and other more advanced
programs to make a prediction regarding cryptocurrency closing value. In this manner,
the author hopes he can contribute to the Cybersecurity efforts of ensuring safe and well-
informed cryptocurrency investments.

Secondly, as far as the author knows, there are no studies which use datasets as current
as the ones analysed in this project, therefore, the results gathered from their evaluation
can be used to provide more information to the ML community on the performance of
each algorithm and arrangement.

1.4 Report Structure

This chapter has briefly explained the context around which this project has revolved, lay-
ing out its full breadth as well as the relevance of the proposed tool, CincoCrypto, and its
results. In Chapter 2, relevant key pertaining cryptocurrencies, price forecasting and the
ML algorithms employed are explored. Chapter 3 covers the criteria used to find academic
articles from peer-reviewed journals, and the relevant papers for the project are described.
Chapter 4 describes the development tools employed in the creation of CincoCrypto, a high-
level overview of the tool before delving deeper into the project stages. Chapter 5 lays out
the evaluation metrics used to assess model performance as well as their results for a single
run of the tool. Chapter 6 concludes the report and Chapter 7 explains future work which
could be carried on to improve the performance of CincoCrypto. In Appendix A the plots
for the datasets from four coins is given, and a table containing the values from the output
file generated by the tool can be found in Appendix B.

The introduction chapter has served to explain the motivation, scope and contribution of
this project to create a free, open source tool (CincoCrypto) whose tentative results can be
used as secondary information to make cryptocurrency predictions. The following section
provides information on the background required to develop the tool. Any date-based
statistics or exchanges mentioned from this section onwards have been taken on the 6th

May 2023 unless it is stated otherwise.



Chapter 2

Background

The key concepts and algorithms employed in this Thesis are explained in this chapter
and, together with the Introduction, it should allow the reader to understand the models
in CincoCrypto as well as the significance of the results obtained.

2.1 Cryptocurrencies

According to the US Internal Revenue Service (more commonly known as IRS), digital
currency represents value in the digital realm and, as any kind of currency, it can be used
as a unit of account, storage of value and exchange medium. Cryptocurrencies are a type
of digital currency which use cryptography to ensure secure transactions and record said
transactions on a digital distributed ledger (e.g. blockchain) [11]. An essential program or
application used by cryptocurrency users is the digital wallet, which holds the keys to the
coins owned by the user. However, should the keys get lost or stolen, the user would be
unable to recover them and, thus, their coins would be irretrievable. Digital wallets can
be one of two types: hot (they are connected to the internet) or cold (they are hardware
wallets or private key printouts) [12]. Hot wallets (e.g. mobile wallets) are appropriate
for operational accounts which make regular transactions whereas cold wallets are more
appropriate to store value [13].

The history of the cryptocurrency revolution dates back to the release of BTC in 2008
[14] after Satoshi Nakamoto published their infamous White Paper which detailed the
workings behind said coin [15]. Their paper revolutionised the concept of currencies as it
solved the issue of double-spending (i.e. the same token in a user’s wallet is spent multiple
times [16]) by using a peer-to-peer network with a Proof-of-Work consensus mechanism to
validate transactions. The hash of these transactions are given a timestamp and published
in a distributed, public blockchain which serves to validate them, thereby, requiring no
central institution (e.g. a bank) or party to oversee the Bitcoin network (see Figure 2.1).
This system works as long as 51% of all nodes in the network cooperate for the benefit of
the network, thus, a long chain is created which cannot be outpaced by the smaller per-
centage of attacking nodes. As of the 29th May 2023 13:24:24 UTC, there is a grand total of
25,027 active cryptocurrencies [9] and despite them using different consensus mechanisms
and/or network implementations, their foundations are all based one way or another on

4



2.1. Cryptocurrencies 5

the pioneering work from Satoshi Nakamoto.

Figure 2.1: Blockchain concept of the Bitcoin network [15]

Despite having met major scepticism and curbs for a number of reasons, such as not
being backed and regulated by any public or private entities [17], cryptocurrencies have
progressively become more adopted worldwide. They are currently used to buy a number
of products on e-commerce websites such as Tech giants like Microsoft and AT&T [18]. In
addition, to ecommerce purchasing, the Central African Republic and El Salvador are, as
of the 29th) May 2023, the only two countries worldwide which have enabled cryptocrur-
rencies as legal tenders (i.e. officially recognised currency), showing their potential as an
alternative,if not a replacement, to physical currencies [19]. Furthermore, cryptocurren-
cies have taken an active role in the ongoing Russia-Ukraine war conflict via donations to
Ukraine, totalling more than $200 million as of the 24th February, proving cryptocurrencies
can be used as a means for large-scale donations [20].

In this project, the top 5 cryptocurrencies are used to train the models developed for
CincoCrypto. The Bitcoin network (as explained above) is the backbone of BTC, the first
ever successful cryptocurrency which holds the largest market cap dominance (45.01%)
[21]. Below the networks of the other four coins are briefly explored in the order from
largest to lowest market cap value:

1. Ethereum - Launched in 2015, it is a programmable network which allows for the
deployment of smart contracts. Ethereum uses a Proof-of-Stake consensus algorithm
[22]. Its cryptocurrency, (ETH), holds the second largest market cap dominance
(18.9%) [21].

2. Tether - Unlike Bitcoin and Ethereum, this is the first stablecoin to be ever made.
Therefore, the exchange from fiat currency (USD) to digital currency, and vice versa,
is done 1-to-1, offering price stability [23]. Tether, whose coin is USDT, uses a Proof-
of-Reserves consensus algorithm since the reserves used to back the coin will al-
ways be the same if not greater than the number of Tether coins in circulation. The
cryptocurrency was launched in 2014 [24] and holds the third largest market cap
dominance (6.47%) [21].

3. Binance - It is another programmable network due to having been forked from go-
ethereum back in 2017. Binance enables smart contracts to be used and employs
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a Proof-of-Staked Authority consensus algorithm [25]. Its cryptocurrency, (BNB),
holds the fourth largest market cap dominance (4.06%) [21].

4. USD Coin - It is another stablecoin based on the usd. According to its official web-
site, USD Coin, whose coin is USDT, is backed by fiat reserves with high liquidity,
thus, the cryptocurrency uses a Proof-of-Reserves consensus algorithm [26]. The
cryptocurrency (USDC) holds the fifth largest market cap dominance (2.39%) [21].

2.2 Cryptocurrency Trading and Investment

In 2010, shortly after being made public, Bitcoin was valued for the first time when a user
decided to sell their 10,000 BTC for two pizzas [27]. Those same 10,000 BTC would be
worth today around 289 million USD [28]. As shown by CoinMarketCap in Figure 2.2,
cryptocurrencies have had massive fluctuations over the past years, showing their highly
volatile nature but also their potential as a trading (short-term) or investment (long-term)
opportunity. According to [29] the main advantages of trading or investing in cryptocur-
rencies is the fact that they have emerged as a new asset class, being considered as a
potential for risk diversification due to their different behaviour compared to traditional
investments and their high immunity ot the rising inflation. Besides, their relatively young
age means cryptocurrencies can still show a great upside potential as new changes arise
(e.g. stablecoins) and they become more widely adopted worldwide.

Figure 2.2: Total Cryptocurrency Market Cap (30/04/2013 - 06/05/2023) [30]

However, by the end of 2022, cryptocurrencies suffered some major blows and scandals,
the main ones being the collapse of the digital exchange giant FTX, and the collapse of the
two Terra coins, reducing the global cryptocurrency marketcap value significantly (see
Figure 2.2) [31]. Therefore, cryptocurrencies are considered a speculative market which
can be greatly affected by sentiment like media hype and celebrities’ opinion [32]. As
stated in Forbes Advisor, the main risks of investing in cryptocurrencies consist of the loss
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of capital due to price fluctuations, lack of government policies to regulate the use of crypto
assets, fraud (as in the case of FTX) and hacks ($3.2 billion worth tokens stolen in 2021)
[33]. Moreover, an important entry-barrier to cryptocurrencies is their technical complexity
as crypto-assets can be difficult to comprehend for non-technical users, therefore, putting
them off from trading or investing [32].

Despite these disadvantages, Binance assures cryptocurrency investment can be safe
as long as investors use common sense by doing their own research beforehand, starting
small and diversifying, and staying constantly involved in the cryptocurrency landscape
[34]. In addition, to these basic guidelines, The Times newspaper [35] mentions some of
the main strategies followed by traders in order to obtain return for their investment:

• Day Trading - Cryptocurrencies are bought and sold within a day to make use of
short-term price movements.

• Hedging - One investment has its risk of loss partially if not totally mitigated by
another investment (e.g. contracts).

• HODling - Tokens are bought and held as long as possible.

• Trend Trading - Depending on the rising or falling trend, investors buy or sell their
tokens, respectively.

2.3 Time Series Forecasting

A time series consists of sequential data points which are evenly spaced out throughout
a period of time (i.e. the independent variable) [36]. By using past and current values,
time series allow the influence of one (univariate) or more (multivariate) factors/series on
another variable/s to be studied over time. As stated in [37], the predicted value (x̂) of a
one-dimensional, discrete timeseries (x) is defined mathematically as:

x̂(t + ∆t) = f (x(t − a), x(t − b), x(t − c), ...) (2.1)

Since time is involved, time series forecasting requires a different approach than the
typical random-based splitting used in conventional Machine Learning. This alternative
approach is called time-based splitting, which essentially separates data based on the
timestamp. Time series can be found everywhere from Finance to E-commerce and Busi-
ness, and they have three main components:

• Trend - Movement change over a period of time

• Seasonality - Periodic behaviour (i.e. spikes or drops) due to a number of factors
(e.g. natural occuring patterns or social behaviour-defined events).

• Residual - Unpredictable fluctuations [38]

Machine Learning algorithms are commonly used in Time Series Forecasting given
their ability to process and analyse large quantities of data with high speed and efficiency
in an automated fashion.



8 Chapter 2. Background

2.4 Machine Learning

Artificial Intelligence encompasses numerous fields amongst which ML is one of them
(see Figure 2.3). This subfield is vaguely defined as a machine trying to mimic human
intelligence. Therefore, machines are able to learn by themselves through experience [39].
An ML model has a life cycle consisting of a number of stages which range from design all
the way to the deployment: problem formulation, data collection, data processing, model
implementation, evaluation, and deployment (and maintenance)[40]. Furthermore, there
are three functions a ML can have depending on the tasks it has been set to do: descriptive
(data is used to explain occurrences), predictive (data is used to make predictions) and
prescriptive (data is used to develop suggestions about what decision should be made)
[41].

Figure 2.3: Russian nesting doll concept of AI and its subfields [42].

According to [43], one of the most important factors to take into account when devel-
oping Machine Learning algorithms is how they are trained, since this is the defining trait
which classifies them:

• Supervised Learning - Labelled datasets are used to train the algorithm. For exam-
ple, an image classification algorithm could be given images of different types, such
as dogs and cats, and the ML scientist would make the program know which one is
which.

• Unsupervised Learning - The algorithm is given unlabelled data to identify patterns
which humans cannot see or find on their own. For example, an algorithm could be
given unlabelled sales data and identify the various types of clients involved in the
purchases.

• Reinforcement Learning - By using a reward mechanism, the algorithm is trained
through trial and error to learn what actions to take as time progresses. For example,
autonomous vehicles would use reinforcement training to learn how to drive.

As seen in Figure 2.4 from MathWorks, depending on the learning technique, ML can
be used to solve problems belonging to one of three categories: Clustering, Classification,
and Regression.
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Figure 2.4: ML taxonomy [44]

The amount of values in the datasets, and the amount of data generated by the algo-
rithm is required for the model to be able to learn, predict and make decisions. If the data
is scarce, ML will not be of use [39]. In addition to data quantity, another important aspect
is how data is split to build a reliable model. A model cannot use the same data for train-
ing and testing as its real performance would not be known and its behaviour would be
unpredictable when used on real data [45]. There are three types of sets which can result
from splitting the data:

• Training Set - The model is trained using this set, and allows any hidden features or
patterns in the data to be identified.

• Validation Set - During training, this set is used to evaluate model performance. The
results obtained from this set can be used to tune the hyperparameters and settings
in the model.

• Test Set - It is used to test the model once training has been completed, acting as an
unbiased source of information.

There is no absolute rule for the splitting ratio but there are some common, standard
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splits used such as 80% training : 10% validation : 10% testing, and even 80% training :
20% testing [46].

Once a model is trained, it is essential to look at the performance metrics from the test
set to check if the model is able to generalise to new data and is not overfitting. A model
which overfits fits perfectly on its training data and learns the noise, making the model
unable to generalise to new samples and thus preventing it from predicting or classifying.
Therefore, a test set is always required to check if the model overfits by looking at the
error rates and variance, and ensuring they are not too low nor too high, respectively.
The causes for overfitting are many and varied such as long training time (i.e. too many
epochs), small training set, data far too clean (no noise), and no feature selection employed.
On the opposite side if data is not trained for a reasonable amount of time and the model
complexity becomes far too simple, underfitting may occur and the model will not be able
to develop a significant relationship between the input and output variables. Underfitting
can be identified by looking at the performance metrics from the test set; high bias and
low variance indicate the model underfits [47].

2.4.1 Deep Learning

A subset of ML which is currently very popular is DL. The algorithms under this area are
trained to mimic the behaviour of the human brain via a ANN with as many as 150 hidden
layers Figure 2.5.

For a network to classify as a DL algorithm, it requires a depth of more than three
layers (inclusive the input and output layers) [42]. Within each layer, the nodes, or artificial
neurons, are connected to the nodes of the adjacent layer\s, being assigned a weight and
threshold for each interconnection. Data can only be passed from layer to layer if the
output of a sending node is greater than the bias of a receiving node. Hence, DL algorithms
require training data to learn and raise their accuracy [48].

DL is very attractive due to having achieved outstanding results which have even out-
performed human-level performance in certain tasks. Its models have become highly suc-
cessful as of late thanks to the large abundance of labelled data required to train them in
the first place, and to the increase in computing power compared to a few decades ago
[49]. In addition, DL algorithms enable automation for much of the feature extraction pro-
cedure, being capable of analysing large datasets (structured or unstructured) with little
need for human interaction [42]. Therefore, DL has shown great promise to forecast values
from time series data as shown in the study from [50].
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Figure 2.5: Concept diagram of a DL algorithm [42].

Within DL, RNN is an algorithm in which the output of a neuron in the hidden layer
can be passed to any other neuron connected to it (i.e. a neuron in the previous, current
or following layer). Therefore, they excel at remembering contexts and taking them into
account when making predictions. However, RNN have an important drawback in that
they only have a short-term memory which stores only the most recent data. When trained
with the gradient method, the RNN gradient takes either infinitesimal values close to
zero (vanishing gradient) or large values near infinity (exploding gradient). This prevents
the neuron’s weights from being changed at all during backpropagation [51]. Since its
conception, a number of algorithms based on the RNN structure (e.g. LSTM, and GRU)
have been designed to fix this issue. A simple RNN structure with a single tanh layer can
be found in Figure 2.6 below:

Figure 2.6: Simple RNN cell chain (tanh layer) [52]
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2.4.2 Trained Algorithms

Since this project aims to forecast the following day’s closing price (i.e. regression prob-
lem), four supervised learning models are developed. The first model uses a SVM algo-
rithm (SVR) whereas the remaining three use DL algorithms (LSTM, GRU, and CNN).

Support Vector Regression

SVMs are a type of ML algorithm which can accurately predict time series values in non-
linear, dynamic and undefined system. SVMs have shown higher performance than other
non-linear methods such as multi-layer perceptrons. When applied to general regression
analysis, SVMs are known as (SVR). The latter performs regression by using an estimat-
ing function whose curve fits the given time series values. Unlike other models, there
is no actual model and the data is what steers the prediction since the curve function is
determined via the observed data, which is also used to train the algorithm.

The key concept of how SVM/SVR works is the kernel function, which maps non-
linear input space x(i) to a, probably, higher dimension feature space ϕ(x(i)) to which
linear regression can be applied. Taking into account that SVR requires the dot products
of its input values, a kernel function must satisfy a certain set of of conditions, known as
Mercer’s conditions, to be generated using the formula:

k(x, x′) = ⟨ϕ(x), ϕ(x′)⟩ (2.2)

Some of the common kernel functions which satisfy the mathematical conditions re-
quired by SVR to converge on a solution are Gaussian (the most common one), polynomial
and hyperbolic tangent. The free parameters of the kernel function are very important to
its performance, and consist of the constant C and the "tube size" or ϵ (i.e. the precision the
function must approximate to). Both parameters are selected by the user through empirical
computation.

In addition to higher performance, the main advantages of SVR compared to other
algorithms, such as ANN, is that it is independent from the model and linear stationary
processes as well as being an algorithm which ensures convergence to the most optimal
solution using a small number of free parameters whilst being computationally efficient.
However, the main disadvantage of SVR is that it requires high manual intervention (e.g.
selection of the kernel function and its free parameters as well as the optimisation tech-
niques among others). Still SVR is a noteworthy algorithm for time series prediction from
which financial forecasting is the most researched application of said algorithm [37].
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Long Short-Term Memory

LSTM fixes the problem with RNN by storing certain information in long-term memory,
which is known as Cell State. Besides, LSTM is also provided with a short-term memory,
which is known as hidden state, to store the result from the previous calculation [51].

Figure 2.7: Chain of LSTM cells [52]

As seen in [53], the LSTM architecture uses a gating mechanism designed to regulate
the memorisation process (see Figure 2.8). These gates store information as analogue
values and can have one of two activation functions: tanh (non-linear, values between -1
and 1) and sigmoid (non-linear, values between 0 and 1). The former is used to regulate
the state of the network whereas the latter is used to update/forget data.

Figure 2.8: LSTM cell [53]

A typical LSTM cell consists of four core processes:

1. Forget Gate ( ft) - Prioritises information by deciding what information should be
considered or ignored. Both, the current input (xt) and the hidden state ht−1 are fed
into the sigmoid (σ) function, which determines if the information from the previous
output is required. Should the previous information not be required, the output of
σ is tends towards 0. The equation for the forget gate vector is given as:
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ft = σ(W f · [ht−1, xt] + b f ) (2.3)

Where t is the timestep, W f is the weight matrix between the forget gate and the
input gate, and b f is the connection bias at the forget gate.

2. Input Gate (it) - Updates the cell status by passing the current state and previous
hidden state, in parallel, into the sigmoid and tanh functions. The sigmoid function
gives an output between 0 (relevant) and 1 (irrelevant), whereas the tanh function
will create a vector (C̃t) to regulate the state of the network. The output of both
functions undergo a point-by-point multiplication. The equations for the input gate
and (C̃t) vectors are given as:

it = σ(Wi · [ht−1, xt] + bi) (2.4)

C̃t = tanh(WC · [ht−1, xt] + bC (2.5)

Where Wi is the weight matrix of the sigmoid operator between the input and output
gates, bi is the connection bias at the input gate, WC is the weight matrix of the tanh
operator between the cell state and the network output, and bC is the bias vector
with respect to WC

3. Cell State (Ct) - With the information from the forget and input gates having been
generated, it must be decided now if this information (i.e. new state) is to be stored in
the cell state. The product between the previous cell state (Ct−1) and ft is calculated,
and the values are dropped should the result give 0. Then another product operation
is performed between it and C̃t. The new cell state is calculated by performing point-
to-point addition on the results from the two multiplications:

Ct = ft ∗ Ct1 + it ∗ C̃t (2.6)

4. Output Gate (ot): It calculates the LSTM output, which is equivalent to the next
hidden state value ht. xt and ht−1 are fed into the third sigmoid function. The
result is used to calculate ht by multiplying it with tanh(Ct). After the operation is
complete, the new hidden state and the new cell state are forwarded to the following
step. The LSTM output equation is given as follows:

ot = σ(Wo · [ht−1, xt] + bo) (2.7)

ht = ot ∗ tanh(Ct) (2.8)
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Gated Recurrent Unit

A type of RNN, GRU is one of the latest generation in DL algorithms. Like LSTM, it
also uses a gated mechanism which uses the sigmoid and tanh functions as activation
functions. However, it is more lightweight as it does not have an input gate nor a cell
state and merges the input and forget gate into one update gate, using the hidden state to
transfer information. Therefore, GRU is less complex and much faster than LSTM.

Figure 2.9: GRU cell [54]

As stated by [54], only two gates are used in a GRU unit:

1. Update Gate (zt) - Prioritises information by deciding how much of the previous
information stored in the hidden state (ht − 1) should be forwarded to the next state.
The equation for this gate is given as:

zt = σ(Wz · [ht−1, xt] + bz) (2.9)

Where Wz is the update gate weight matrix, xt is the input vector, and bz is the
connection bias at the update gate.

2. Reset Gate (rt) - On the contrary to the update gate, the reset gate determines how
much of the previous information should be neglected. It has the same formula as
the update gate:

rt = σ(Wr · [ht−1, xt] + br) (2.10)

Where Wr is the reset gate weight matrix, and br is the connection bias at the reset
gate.
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According to the comparative study made by [55], there are no conclusive evidences
on whether GRU outperforms LSTM or vice versa.

Convulational Neural Networks

A type of DL algorithm, CNNs convolve identified features with input data, using convo-
lutional layers. For this very reason, CNNs tend to be used the most in problems involving
image recognition, but they can be used with time series as well to make predictions. In
CNNs, manual feature extraction is not required since they determine the relevant features
as the model is trained, using between tens or hundreds of layers to improve model so-
phistication but at the cost of greater complexity [49]. CNNs are different from regular
ANNs in that they use parameter sharing, where all the nodes in the layer are connected
to one another and the weights have an associated fixed value, making CNN less compu-
tationally taxing. As explained in [56], the algorithm is also very attractive as it looks at an
information segment at a time (e.g one patch of an image at a time), requiring less neurons
with less parameters compared to other conventional algorithms.

CNN uses a series of layers which are explained below:

1. Convolutional layer - It applies a convolution filter or kernel to the data to identify
features. Said kernel is initialised with random values and placed in every possible
position within the input matrix. Element-wise multiplication is performed between
kernel-sized data matrix and the input data, and the results are added up. This layer
is the most computationally-intensive as it enables the discovery of features across
the input data space. The resulting matrix or feature map is usually passed through
the ReLU activation function to provide non-linearity to the model by replacing all
the negative values with zero.

Figure 2.10: Convulution operation [56]

2. Pooling Layer - It is placed between two convolutional layers to reduce the spatial
size of the data representation, reducing the computation and making the model
more resistant against distortions and variations. Two important hyperparameters
of this layer are the window size and the stride. Depending on the type of pooling
applied, the maximum value (which provides better performance) or the average
value of the window is taken to resize the input.
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Figure 2.11: Pooling Operation [56]

3. Normalisation Layer - It is placed between the convolution and pooling layers to
normalise the output of the previous layer. This allows the algorithm to be more
independent and avoids overfitting. The normalisation layer tends to be used only
on relatively simple architectures as it makes no effective contribution to the learning
process.

Once these layers are assembled in the desired configuration, their arrangement can be
replicated as many times as required to increase model perceptiveness when identifying
finer details but at the cost of increased complexity and computational power. At the final
stage of a CNN mode, the output of the CNN part is flattened and fed into a regular neural
network.

Figure 2.12: CNN model example [56].

The background behind the core concepts of the project have all been explained in this
section, allowing the reader to understand the topic being studied as well as the algorithms
employed in CincoCrypto. In order to determine the relevant model hyperparameters and
understand the significance of the results gathered from the tool, a literature review of
peer-reviewed journals and articles is required to be conducted.
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Literature Review

This chapter explores the methodology used to find relevant academic articles. Having
already described the background of the project in the previous chapter, the methods and
results from relevant papers are briefly discussed to understand the configurations used in
developing the models for CincoCrypto as well as the results obtained from them.

3.1 Search Criteria

Throughout the project, the Google Scholar database has been used to retrieve results from
well-known peer-reviewed journals, but the amount of results was often overwhelming
and polluted with papers from predatory journals, requiring to submit the same search
requests on the four journals of interest: IEEE Xplore, Wiley Online Library, ScienceDirect,
and ACM Digital Library.

Initially, broad, vague searches regarding cryptocurrency and price prediction were
made until suitable papers could be found. The search terms employed were "Blockchain
AND Machine Learning", "Blockchain AND Price Prediction", "Cryptocurrency AND Machine
Learning", and "Cryptocurrency AND Price Prediction".

Once the algorithms of interest were identified, two types of searches were made:
the algorithm name ANDed with cryptocurrency forecast (e.g. "LSTM AND cryptocurrency
forecast"), and the algorithm name ANDed with price prediction (e.g. "LSTM AND price
prediction".

3.2 Model Algorithm Papers

This section groups the papers found by relevance to the Machine Learning algorithms
employed in the price forecasting tool models.

3.2.1 Support Vector Regression

In the work published by [57], the effect kernel choice has on the performance of trading
volume forecasting is studied. Using the Bayesian optimisation method to tune the hyper-
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parameters, three common kernel types are investigated: linear, polynomial, and RBF. The
data from thirty cryptocurrencies is splitted into a training (80%) set and testing (20%) set,
and the output from the SVR algorithm is benchmarked against the ARIMA, Lasso and
Gaussian processes. The metrics employed are RMSE and MAE. The results show that
Bayesian Optimisation kernel is best for making next day predictions whereas the polyno-
mial kernel is best at predicting the next-week volume. In both cases, SVR outperforms the
other processes due to its good generalisation when analysing a small dataset, robustness
to outliers, and its nature as a non-linear predictive system.

A model comparison between LSTM and SVR with RBF kernel is carried out in [58].
The LSTM model is developed with one dense layer, a ReLU activation function and an
Adam optimisation function. Only OHLC features are analysed from three cryptocurrency
datasets: BTC (8 years), ETH (5 years), and LTC (7 years). The evaluation metrics (i.e.
RMSE and MAPE) shows that SVR with RBF kernel performs better than the proposed
LSTM model.

Parameter optimisation with Grid Search Method is used in [59] on SVR with Radial
Basis Function. The model predicts the price of the next five weeks by using weekly
BTC price data from January 2018 to March 2020. The data is normalised using min-max
normalisation as it keeps data relationships. MAPE is used to evaluate the results, giving
the least error (10.738%) to an SVR model with C = 5, ϵ = 0.004, and γ = 0.07.

3.2.2 Long Short-Term Memory

A comparison study between LSTM and other ML and DL models (namely SVR, GRU and
CNN) is carried out in [60], where a 3-day prediction window is used on four cryptocur-
rencies datasets: BTC, BTC, LTC and ETH. The datasets range from the 15th September
2016 to 5th November 2018 and the metrics used are RMSE, MAE, MAPE, and R2. The
LSTM model is shown to have the lowest error and highest R2 score.

In [61], an LSTM-GRU hybrid model is proposed where LTC and ZEC, as well as their
interdependency to the parent coin, are analysed. The datasets include only OHLC data
from 2016 to 2018, and are splitted into a training and testing set. Various forecasting
windows are used (i.e. 1 day, 3 days, 7 days and 30 days) and MSE is used as the main
metric to evaluate the result. The model is trained for 50 epochs and shown to predict the
values of ZEC accurately except when the window value used is 30 days.

3.2.3 Gated Recurrent Unit

Various time series architectures are compared in [62]. The architectures compared are,
namely, ARIMA, SARIMA, GRU, RNN, LSTM, and Facebook Prophet. A four year dataset
(2018 to 2022), comprising OHLC and volume data,is splitted into three datasets (i.e. 80%
training, 10% validation and 10% testing) and used to predict the Closing value. The
predictions are assessed using MSE and RMSE, showing that GRU outperforms the other
models used in the study.

The work from [63] compares LSTM and GRU, keeping the hyperparameters fixed
whilst analysing model performance based on the number of epochs used from 1 to 30.
Three cryptocurrency sets (BTC, ETH, and LTC) are used. Model performance is mea-
sured using RMSE and MAE, and the results indicate that GRU is better at predicting the
downward trend whereas LSTM is better at analysing the upward trend.
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3.2.4 Convolutional Neural Network

The paper from [64] makes a comparative study between CNN, RNN and LSTM, showing
that the LSTM model is the best performing one out of the three. Four performance indi-
cators (i.e. MAE, MAPE, RMSE and R2) are used on 4-year long dataset (2017 - 2021) with
OHLC, volume and market cap values. The data is normalised using the MinMaxScaler
function. The CNN model designed has a 1-Dimesional convolutional (Conv1D) layer to
extract the features, one pooling layer (MaxPooling1D) to reduce the size of the Conv1D
output, a Flatten to reshape the data, and a Dense layer to shape the output of the model.
The model is run for 1000 epochs, and later, 3000 epochs to predict the 60th day Close
value

The study published by [65] analyses two CNN and three LSTM models for Open
stock market prices from fifty companies (2008-2020). The models predict the price of
the following week, using RMSE as the main evaluation metric. The results show that
the univariate CNN using a window of one week is the fastest model whereas the LSTM
model with a window of two weeks is the most accurate one.

Alternatively, a similar study proposed by [66] compares LSTM, RNN and CNN for
stock prediction as well but in this case, CNN is shown to be the best performing algorithm,
being able to predict based on instant values unlike the other two models.

3.3 State of The Art

Apart from SVM and RNN-based models, there are other studies which explore other
algorithms. In [67], three boosting algorithms (i.e. XGBoost, AdaBoost and CatBoost)
are used to forecast the market value of BTC and Ripple, showing that the algorithms
employed can make accurate predictions.

Furthermore, in [68], a stochastic ANN is proposed to simulate market volatility. Un-
like the previously mentioned studies, this one analyses daily market statistics (i.e. Low,
High and trading volume), blockchain network information (e.g. hash rate, transaction fee,
etc.), and social sentiment (e.g. google trends and tweet volume). The model is trained
for 700 epochs to predict the 8th day price, using a window value of 7 days. A two-year
dataset (from 2017 until 2019) is used and splitted into a training (75%) and testing (25%)
datasets. The evaluation metrics employed are MAPE, MAE, RMSE and MSE, and show
that almost all the stochastic models used outperform the deterministic ones, thus, the
stochastic neural network is effective at predicting market volatility.

Similarly, [69] shows that external factors such as USD/EUR exchange rate and the
intricate interdependency between certain coins can have an important effect in cryptocur-
rency prices.

The search criteria and the relevant papers found in the early stages of the project have been
discussed. The papers have been divided according to the model algorithm they describe
or compare, and latest forefront research on cryptocurrency forecasting. The methods and
results from these studies can be used to understand the criteria used when developing
CincoCrypto and analysing its performance.
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Procedure

Having covered the background behind the core concepts and algorithms as well as the
relevant papers for cryptocurrency price forecasting using ML, it can be described next
how the price forecasting tool has been designed to require minimal input from the user
(i.e. adding the dataset names into a list) and predict the next day price for the top five
cryptocurrencies.

4.1 Development Tools

4.1.1 Programming Language, Libraries and Modules

Python is used as the base programming language for the project given its beginner-
friendly, open-source and general-purpose nature [70]. This high-level programming lan-
guage is amongst the most popular languages with plenty of online support via communi-
ties and numerous tutorials, making it relatively straightforward to learn as well as being
versatile for developing third party modules for a wide range of applications [71].

ML is based upon automation, requiring programs to be platform-independent, simple
and consistent wherever and whenever possible. The advantages offered by Python is what
makes it one of the most powerful languages for ML, which already has specialised Python
libraries [72]. Therefore, taking all these factors into account, Python is used to develop
CincoCrypto. Furthermore, seven main libraries and modules are used for the four main
stages of the program:

Data Collection & Preprocessing Libraries

These two program stages go hand in hand, requiring the CSV datasets to be uploaded,
pertinent features extracted and data put into the right format to be fed into the ML
algorithms. Therefore, the libraries used happen to be common for both:

• os - It is a module which enables the use operating system dependent functionalities
[73]. In the price forecasting tool, os.getcwd() is used to retrieve the absolute path to
the current working directory, which contains the datasets of the five cryptocurren-
cies to be analysed.
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• pandas - This library allows for data processing and analysis of different file for-
mats (e.g. CSV and text files). Its main feature are the dataframe objects, which
can hold multiple data types within a two-dimensional, tabular-like structure and
enable fancy indexing. Therefore, said objects are ideal for data manipulation, al-
lowing highly granular actions such as data alignment, merging and reshaping as
well as handling of missing data amongst many others. In addition, the library is
highly efficient and fast given that it is party written in C [74], [75].

• numpy - Array computing allows for large scale mathematical operations in a highly
efficient manner by means of vectorised code, which is already precompiled in C. At
the core of the library is the ndarray object, which, unlike standard Python sequences
(e.g. lists), it requires arrays to have a fixed size upon creation where all values have
an homogeneous data-type [76]. In Python, numpy is considered the de facto li-
brary for array computing as it enables developers to use arrays and matrices of any
size and apply advanced mathematical functions to them. Therefore, array comput-
ing is the basis for highly mathematical fields such as image processing, artificial
intelligence, and machine learning [77].

Model Implementation Libraries

In order to develop ML models capable of price forecasting, two libraries are required:

• sklearn - Its full name being scikit-learn [78], this library holds a great variety of
algorithms and tools for data preprocessing as well as model creation, fitting and
evaluation [79]. In the project, sklearn is used to implement the algorithms for SVR,
data normalisation, and evaluation metrics.

• keras - It is a deep learning API built on top of the TensorFlow platform made to be
simple (developer cognitive load reduction), flexible (progressive disclosure of complexity
principle adoption) and powerful (high performance). Keras is highly scalable, allowing
for a straightforward deployment in a vast number of systems and devices (such
as Android, iOS and embedded devices). Furthermore, the API provides critical
abstractions and building blocks to design models with high running and debugging
speed and easy maintainability, thus, being ideal for ML-based applications [80]. The
DL algorithms (i.e. LSTM, GRU, and CNN) are all developed using this library.

Model Evaluation Libraries

After the models are implemented, it is required to compare and evaluate the predictions
against the closing values for each coin. Therefore, evaluation metrics (from sklearn li-
brary) and model fitting time are used as indicators to assess model performance.

• time - It is a module containing time-related functions of which most invoke their
name-equivalent C library functions. The only function used from this library is the
time() function, which returns the number of seconds since the epoch (i.e. January,
1, 1970, 00:00:000 UTC time) [81].

• matplotlib - It is a Python library, enabling the creation of high quality, static and
customisable plots which can be embedded both in JupyterLab and GUIs. Amongst
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the various plot types available, the main ones are basic (e.g. x, y plots), arrays and
fields (e.g. contour maps), statistics (e.g. histograms), unstructured coordinates (e.g.
tricontour maps) and 3D (e.g. 3D surface graphs).

4.1.2 Development Environment

Using Python and the libraries mentioned above, the ML models are developed in Jupyter-
Lab (also known as IPython), which is a flexible, web-based, dynamic environment. Jupyter-
Lab enables the usage of different kernels which run code in many programming lan-
guages as well as environments. The most interesting feature offered by JupyterLab is the
Jupyter notebook. These notebooks merge live, executable code with interactive features
(such as LATEX equations) [82] whilst using Jupyter’s language-agnostic behaviour, unit-
ing various open source communities towards exploiting the advantages of this tool [83].
Therefore, CincoCrypto is stored in a Jupyter notebook.

4.1.3 Hardware

Throughout the project, CincoCrypto has been run and tested in a Lenovo ThinkPad T570
W10DG laptop which comes with a 7th generation Intel Core i7 processor, 8GiB DDR4
memory and a 238,5Gb NVMe.

4.2 CincoCoin Implementation

The previous section has given a detailed explanation of the programming languages,
libraries and environment used to develop CincoCrypto. The laptop machine specifications
in which the tool has been executed and tested have also been covered. Therefore, this
section gives first a brief explanation of the datasets used and a high level outline of the
program before delving deeper into the design and implementation of the four main stages
of the tool.

4.2.1 Datasets

The program uses 1-year long datasets (06/05/2022 - 06/05/2023) of the top five cryp-
tocurrency datasets: BTC [84], ETH [85], USDT [86], BNB [87], and USDC[88]. The datasets
(in CSV format) are downloaded from CryptoCompare, which is a global data provider
for the cryptocurrency market founded in 2014 [89]. CincoCrypto has been developed us-
ing datasets from CryptoCompare, and, thus, it can only analyse datasets from said data
provider due to the number features, and the way they are arranged within the CSV file.
The datasets include OHLC and trading information within 8 columns as shown below in
Table 4.1.



24 Chapter 4. Procedure

Table 4.1: BTC dataset sample (last five rows)

time timeDate close high low open volumefrom volumeto
1682985600000 2023-05-02 28694.85 28896.62 27897.95 28086.19 32635.23 927167494.21
1683072000000 2023-05-03 29041 29274.35 28155.84 28694.85 40240.91 1150094643.14
1683158400000 2023-05-04 28866.54 29370.41 28703.83 29041 27555.47 798614954.67
1683244800000 2023-05-05 29550.84 29697.23 28853.1 28866.54 35357.4 1037025191.1
1683331200000 2023-05-06 28845.45 29857.86 28459.77 29550.84 23039.88 670625654.68

The time column is discarded as only timeDate is used as the dependent variable to
forecast the closing price of the next day. The other columns are left unmodified as their
purpose is to be used as features for the models.

4.2.2 High-Level Program Outline

CincoCrypto is programmed to take only five datasets from CryptoCompare whose CSV
files must be in the same CWD as the notebook, and calculates the next day price by
looking at the information from the day prior. The program is made with simplicity in
mind as the user is only required to manually write the names of the datasets (without the
.csv extension) into the cryptos list at the top of the program. When the program is run, the
datasets are uploaded one by one, the time column is removed and, instead, another one is
added for the independent variable (1_day_price_forecast). Most studies in Chapter 3 only
use OHLC data, but [57] states there is a relationship between trading volumes and closing
price, thus, OHLC and trading columns are kept as features for the models. In addition,
the datasets are splitted into a training (80%) and testing set (20%) as done in [57].

Once a dataset is fully preprocessed, it is fed into the four models (i.e. SVR, LSTM,
GRU, and CNN) and the evaluation metrics (i.e. MAPE, MSE, R2) are calculated for each
model. This is repeated for the other four datasets until all models have been evaluated
and their results are stored in Metrics_Results.csv. Finally, charts are drawn to examine
the performance of the models on all five coins for the user to choose the best model; the
charts are saved in the CWD.

4.2.3 Program Stages

Below the program stages followed by CincoCrypto from the moment the user writes the
names of the cryptocurrency datasets to be assessed up until the model evaluation results
are stored into an output csv file and the appropriate graphs are drawn.

Data Collection

The first three program stages and part of the fourth one are all executed inside a main for
loop which uploads the datasets one by one. Initially, five cryptocurrency datasets from
CryptoCompare are downloaded and stored in the same CWD as that of the notebook.
Then, the notebook is opened in the environment of choice and the names of the five
datasets (without the .csv extension) are added into the cryptos list for the program to
identify the files it must upload. (The window variable is left as 1 for the program to
calculate next day predictions). Once the names are added, the program can be run. The
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for loop is designed to use cryptos with a crypto iterator, thus, in one loop all four models
are trained and evaluated for a given coin dataset as specified by cryptos. For a dataset
to be uploaded, link is declared in every for loop iteration to store the absolute path to a
cryptocurrency dataset. Next, the user-defined function preprocess() is called and a dataset
is uploaded, using link, and stored into the Dataset dataframe.� �
1 directory = os.getcwd()
2
3 cryptos = [’Bitcoin ’, ’Ethereum ’, ’Tether ’, ’Binance ’, ’USD Coin’]
4
5 result = {}
6 allCrypto = []
7 y_plot_predvals = {}
8
9 for crypto in cryptos:

10 link = directory + ’/’ + crypto + ’.csv’
11
12 preprocess ()
13
14 y_plot_predvals[f’{crypto}’] = {}
15
16 #Model Implementation code further down in loop� �

Listing 4.1: Data Collection stage [7]

4.2.4 Data Preprocessing

Within preprocess(), the time column in Dataset is removed and a new column (1_day_price_forecast)
is added instead whose values are the same as in the Close column but shifted by one day
to act as the independent variable of the models (see Table 4.2). Moreover, the index of
Dataset is changed to be the dates within the timeDate column, which is the dependent
variable, to ease chart plotting later in the Model Evaluation stage.

Table 4.2: BTC Dataset after modification (last five rows)

time timeDate close high low open volumefrom volumeto 1_day_price_forecast
1682985600000 2023-05-02 28694.85 28896.62 27897.95 28086.19 32635.23 927167494.21 29041
1683072000000 2023-05-03 29041 29274.35 28155.84 28694.85 40240.91 1150094643.14 28866.54
1683158400000 2023-05-04 28866.54 29370.41 28703.83 29041 27555.47 798614954.67 29550.84
1683244800000 2023-05-05 29550.84 29697.23 28853.1 28866.54 35357.4 1037025191.1 28845.45
1683331200000 2023-05-06 28845.45 29857.86 28459.77 29550.84 23039.88 670625654.68 NaN

Given preprocess() is called five times to upload and preprocess the five CSV files, the
values in the close column are all stored in the AllDatasets list to be used later when making
the charts in the Model Evaluation stage of the program. The forecasting horizon is set to
"1" inside a window variable at the top of the program as only information from a given
day is used to predict the next day closing price.

A train_index variable is created to be used as an index to split the data into the training
and testing sets whilst removing the row from Dataset as it has a NaN in 1_day_price_forecast
due to there not being more data after the 6th of May 2023 (see Table 4.2). In addition,
the next day closing values of the testing region are stored in uy_test to be used later to
calculate the evaluation metrics.
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Next, as done in [64] and [59], the data is normalised using the MinMaxScaler function
(range 0 to 1) to ensure data relationships are maintained, and, using train_index, the
training and testing sets are created. The training set consists of X_test and y_train, and
the testing set consists of X_test, where X and y are the feature space and the independent
variable, respectively. This can be graphically shown in Figure 4.1 below.

Figure 4.1: BTC dataset plot

Where window (1 day) is the forecasting horizon and the number of end rows (NaN)
which have to be removed from Dataframe. The plots for the other four datasets can be
found in Appendix A.
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� �
1 def preprocess ():
2
3 Dataset = read_csv(link , usecols = [1,2,3,4,5,6,7])
4 Dataset[f"{window}_day_price_forecast"] = Dataset [[’close’]]. shift(-window)
5 Dataset.index = pd.to_Datetime(Dataset[’timeDate ’], format = ’%Y-%m-%d’)
6
7 AllDatasets[f’{crypto}’] = Dataset[’close ’]. to_numpy ()
8
9 train_index = int ((( len(Dataset))-window) * 0.8)

10
11 X - Dataset.iloc[:,1:7]
12 X = X[:-window]
13 y = pd.DataFrame(Dataset[f’{window}_day_price_forecast ’].copy())
14 y = y[:-window]
15
16 uy_test = pd.Dataframe(y.copy())
17 uy_test = uy_test[train_index :]
18 uy_test = uy_test.to_numpy()
19
20 scalerX = MinMaxScaler(feature_range=(0,1))
21 scalery = MinMaxScaler(feature_range=(0,1))
22
23 X_train = scalerX.fit_transform(X)[: train_index]
24 X_test = scalerX.fit_transform(X)[train_index :]
25 y_train = scalery.fit_transform(Y)[: train_index]
26 y_train = y_train.ravel()� �

Listing 4.2: Data Preprocessing stage [7]

4.2.5 Model Implementation

The program exits preprocess() and returns back to the main for loop where the four models
are implemented. To hold the various results from each of the models and metrics for each
coin, the following dictionaries and list are declared before the for loop (see Listing 4.1):

• result - This dictionary is used for holding the "metadata" of a given model and is
then emptied in the Model Evaluation stage (see Listing 4.8) before being used in
the next model. The keys are named after the data they hold: ’Model’ (name of
the model), ’Training Time’ (time to fit the model), ’Pred Time’ (time to predict the
closing values in the test set), ’MAPE’ (MAPE score), ’MSE’ (MSE score), and ’R2’
(R2 score).

• allCrypto - A list used for storing the values of result before it is emptied, thus,
holding the metadata of all four models for all five coins being analysed.

• y_plot_pred_vals - It is a nested dictionary which holds the values predicted by all four
models in the testing set for the five coins being analysed. The nested dictionary is
initialised (and cleared) at the start each for loop iteration (see Listing 4.1)

With the pertinent lists and dictionaries created, the program begins to execute each
model sequentially: SVR, LSTM, GRU and CNN. The hyperparameters of the models
are predefined and remain constant throughout run time to maintain a uniform program
architecture for each coin being analysed.
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Space Vector Regression

The SVR model is most simple of all models to implement, requiring just a few lines of
Python code. The hyperparameters are not set manually, relying instead on the default
values assigned by the sklearn library to reduce complexity and that the documentation
states the default kernel type is RBF [90], which has already shown positive results against
LSTM in [58].� �
1 result[’Model’] = ’SVR’
2 model1 = SVR()
3 start_time = time.time()
4 model1.fit(X_train , y_train)
5 result[’Training Time’] = (time.time())-start_time
6 testModel(model1)
7 y_plot_predvals[f’{crypto}’][’SVR’] = y_pred� �

Listing 4.3: Model Implementation stage (SVR model) [7]

The following three DL models are based from [91] and require the feature space to be
reshaped into a 3-Dimensional matrix where the first dimension represents the number of
samples used, and since all values in the sets are used, the number of samples (or rows)
of each set is passed. The second dimension represents the number of time steps, which is
equivalent to the number of days being used to predict the future price, thus, the window
parameter is passed. The third dimension represents the number of features being use to
predict the next day closing price and since all features (i.e. 8) are used, the total number
of columns (i.e. 8) is passed.� �
1 X_train = np.reshape(X_train , (X_train.shape[0], window , X_train.shape[1]))
2 X_test = np.reshape(X_test , (X_test.shape[0], window , X_test.shape[1]))� �

Listing 4.4: Train & testing set reshape [7]



4.2. CincoCoin Implementation 29

Long Short-Term Memory

A Sequential layer is used followed by an InputLayer, which has a shape tuple passed
as an argument, consisting of the number of time steps being used (i.e. window) and the
number of features [92]. The following layer is followed by the LSTM layer whereas the last
three ones are Dense layers. In compile(), the loss function is set as the MeanSquaredError(),
and the optimiser is of type ’Adam’ with a learning rate of 0.0001 to ensure convergence
towards the minimum point. The model fitting is set to 50 epochs as in [61] to ensure
optimum convergence whilst not taxing the laptop CPU and lengthening too much the
execution of the program.� �
1 result[’Model’] = ’LSTM’
2 model2 = Sequential ()
3 model2.add(InputLayer ((window , 6)))
4 model2.add(LSTM(64))
5 model2.add(Dense(32, activation = ’relu’))
6 model2.add(Dense(32, activation = ’relu’))
7 model2.add(Dense(1))
8 print(f"Summary of model is:\n {model2.summary()}\n")
9 model2.compile(loss = MeanSquaredError (),

10 optimizer = Adam(learning_rate = 0.0001))
11 start_time = time.time()
12 model2.fit(X_train , y_train , epochs = 50)
13 result[’Training Time’] = (time.time())-start_time
14 testModel(model2)
15 y_plot_predvals[f’{crypto}’][’LSTM’] = y_pred� �

Listing 4.5: Model Implementation stage (LSTM model) [7]

model2.summary() prints the number of parameters developed for model2, showing that
LSTM is the architecture with the most parameters of all the DL models trained:

Table 4.3: LSTM Parameters

Layer (type) Output Shape Param #
LSTM (None, 64) 18176
Dense (None, 32) 2080
Dense (None, 32) 1056
Dense (None, 1) 33
Total params: 21,345
Trainable params: 21,345
Non-trainable params: 0



30 Chapter 4. Procedure

Gated Recurrent Unit

The GRU model is almost identical as the one employed in the LSTM model with the only
difference being that the LSTM layer is replaced instead with a GRU layer.� �
1 result[’Model’] = ’GRU’
2 model3 = Sequential ()
3 model3.add(InputLayer ((window , 6)))
4 model3.add(GRU(64))
5 model3.add(Dense(32, activation = ’relu’))
6 model3.add(Dense(32, activation = ’relu’))
7 model3.add(Dense(1))
8 print(f"Summary of model is:\n {model3.summary()}\n")
9 model3.compile(loss = MeanSquaredError (),

10 optimizer = Adam(learning_rate = 0.0001))
11 start_time = time.time()
12 model3.fit(X_train , y_train , epochs = 50)
13 result[’Training Time’] = (time.time())-start_time
14 testModel(model3)
15 y_plot_predvals[f’{crypto}’][’GRU’] = y_pred� �

Listing 4.6: Model Implementation stage (GRU model) [7]

Table 4.4 prints the number of parameters developed for model3, which are shown
to be considerably reduced compared to LSTM. This is to be expected given the reduced
complexity of GRU as stated in [54].

Table 4.4: GRU Model Parameters

Layer (type) Output Shape Param #
GRU (None, 64) 13824
Dense (None, 32) 2080
Dense (None, 32) 1056
Dense (None, 1) 33
Total params: 16,993
Trainable params: 16,993
Non-trainable params: 0
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Convolutional Neural Network

The architecture is similar to that of LSTM and GRU as well. However, after the InputLayer,
a Conv1D layer is introduced followed by two dense layers (the first one with a ’relu’
optimiser and the last one with a ’linear’ optimiser). The compile() has the same parameters
as in the previous two models, and hte number of epochs in fit() is also set to 50 for the
same reasons as described for LSTM.� �
1 result[’Model’] = ’CNN’
2 model4 = Sequential ()
3 model4.add(InputLayer ((window , 6)))
4 model4.add(Conv1D ((64, kernel_size = 1)))
5 model4.add(Flatten ())
6 model4.add(Dense(8, activation = ’relu’))
7 model4.add(Dense(1, activation = ’linear ’))
8 print(f"Summary of model is:\n {model4.summary}()\n")
9 model4.compile(loss = MeanSquaredError (),

10 optimizer = Adam(learning_rate = 0.0001))
11 start_time = time.time()
12 model4.fit(X_train , y_train , epochs = 50)
13 result[’Training Time’] = (time.time())-start_time
14 testModel(model4)
15 y_plot_predvals[f’{crypto}’][’GRU’] = y_pred� �

Listing 4.7: Model Implementation stage (CNN model) [7]

As shown in Table 4.5, this is the model with least parameters from the three DL
models, using only a total of 977 parameters. This minimum amount of parameters whilst
retaining a similar architecture and hyperparameters as LSTM might explain how CNN is
able to outperform it in both [65] and [66].

Table 4.5: CNN Model Parameters

Layer (type) Output Shape Param #
Conv1D (None, 1, 64) 448
Flatten (None, 64) 0
Dense (None, 8) 520
Dense (None, 1) 9
Total params: 977
Trainable params: 977
Non-trainable params: 0
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4.2.6 Model Evaluation

Each model calls upon a user-defined function testmodel() in which the sy_array is created
to hold the predicted values for a given model being tested. Since the values predicted
are still scaled, the values in the array must be unscaled by first reshaping the array into a
column vector and performing the inverse transform.� �
1 def testModel(model):
2
3 start = time.time()
4 sy_pred = model.predict(X_test)
5 result[’Pred Time’] = (time.time())-start
6
7 y_pred = scalery.inverse_transform(sy_pred.reshape(-1,1))
8
9 evaluate_model ()

10
11 result[’Crypto ’] = crypto
12 allCrypto.append(result)
13 result = {}� �

Listing 4.8: Model Evaluation stage - testmodel() [7]

Once the values are unscaled, the user-defined function evaluate_model() is called to
calculate the MAPE, MSE and R2 scores between y_pred and uy_test. The results are stored
in their corresponding key within the result list, which is then appended to the allCrypto
dictionary before the list is emptied. allCrypto is then saved in the df dataframe to be stored
as the CSV file Metrics_Result.csv in the CWD.

In the last cells of the notebook, the graphs and charts for the unmodified original
datasets, the model predictions, and the evaluation metrics are drawn.

The development tools used to develop CincoCrypto have been discussed, and a high-level
outline of the program has been provided before delving deeper into the specifics of each
stage of the program. Therefore, the results obtained during run time can be now discussed
in the next chapter.
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Results

The structure of CincoCrypto has been now laid out and the development tools used to
develop it have also been briefly described. In this chapter, the metrics results in Re-
sult_Metrics.csv (see Appendix B) obtained during one run are analysed and compared by
means of graphical representations.

5.1 Evaluation Metrics Description

Throughout this project, five evaluation metrics are used to measure the performance of
each model for all the datasets being analysed. These metrics are widely popular in aca-
demic literature related ML and cryptocurrency price forecasting, being used in the papers
mentioned in Chapter 3. A key parameter when evaluating model performance is the er-
ror (E) or amount of difference between the observed or predicted value (P) and the actual
value (A):

E = A − P (5.1)

5.1.1 Training Time

The training time is used to measure model training time and it is done through the time()
function by invoking it before train() and storing the time in start_time. Immediately after
train(), the time() function is invoked again and the time difference between this call and
start_time is calculated, and the training time stored in result[’Training Time’].� �
1 start_time = time.time()
2 model1.fit(X_train , y_train)
3 result[’Training Time’] = (time.time())-start_time� �

Listing 5.1: model1 fitting time calculation [7]

33
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5.1.2 Mean Absolute Percentage Error

As explained in [93], MAPE is a measure of the extent of the error in terms of percentages,
being usually applied as a loss function. Furthermore, MAPE cannot be used on data
with actual zeroes, has no upper-limit for high predictions, and is non-symmetrical (it is
negatively affected if the difference between predicted and real value is too high). The main
advantages of MAPE are, first, the use of absolute error to prevent positive and negative
errors from adversely affecting the summation, and, second, the independence between
relative errors and the scale of the dependent variable allow MAPE to compare time series
with different scales) [94]. According to [93], the formula for MAPE is given as:

MAPE =
100
n

i=1

∑
n

|Ei|
|Ai|

(5.2)

5.1.3 Mean Squared Error

MSE is a measure of the average square of the errors [93]. This metric is dependent on the
scale and amount of data used as well as being heavily affected by outliers. The formula
for MSE is given as:

MSE =
∑n

i=1 Ei
2

n
(5.3)

Coefficient of Determination

R2 is a statistic measure, usually given as a percentage, describing the amount of variation
(i.e. movement) in the independent variable due to an index or dependent variable. A
high R2 lies between 70% - 100% and shows that the movements in the dependent variable
are completely determined by movements in the independent variable. A low R2 (70%
or less) shows that movements of the dependent variable are not generally related to the
independent variable. It should be noted that what constitutes as a high or low R2 is
relative to the context in which the metric is being used. In Finance, a value greater than
0.7 is considered as a high correlation whereas a value below 0.4 is considered a low
correlation; this criteria is used when evaluating the R2 scores of the models. Furthermore,
a high value of R2 does not necessarily mean that the model is good or bad, it depends
again on the context [95], but it can be used as measure of goodness of the model fit. Should
there be more than one dependent variable, the Adjusted R2 should be used instead [96].

According to [96] and [93], the R2 formula is given as:

R2 = 1 − SSR
SST

= 1 − ∑n
i=1(Pi − Ai)

2

∑n
i=1(Ai − Amean)2 (5.4)

In [97], it is explained the possibility for the actual value of R2 to be negative and
outside [0, 1]. In the context of regression, this can be understood as a regression line
which does not fit (i.e. underfitting) any of the points in the dataset, thus, the independent
variable accounts for no variation in the dependable variable at all.
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(a) Regression line for positive R2 [97]. (b) Regression line for negative R2 [97].

(c) Regression line for zero R2 [96].

Figure 5.1: Regression line for positive, zero, and negative R2

5.2 Analysis

Having explained the metrics used for assessing model performance, the results obtained
from Appendix B and their corresponding graphs can be now examined to determine any
overall patterns in model efficiency.

5.2.1 Bitcoin

Prediction Plot

From Figure 5.2a, it can be seen that the GRU model excels at predicting the closing price
compared to the other models, following upward and downward trends very accurately
in a consistent manner. The LSTM model follows next with a graph with the same char-
acteristics as the GRU model but with a slight offset which makes its predictions lower
than GRU by an almost negligible amount. The CNN model is the third closest model
to predict the closing value as it follows the closing price shape very closely but with a
greater offset and less capable of following gradual price changes (i.e. less steep gradient
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and less accurate predictions around 09-03-2023 and 08-04-2023), making it less accurate
than the LSTM and GRU models. The SVR model can be seen to be the worst by far of
all models; it draws a curve which tries to follow the shape of the closing price, making
predictions which are generally lower than the other graphs and more pronounced peaks
when trying to predict price spikes and drops.

Training Time

In Figure 5.2b The SVR model is shown to be the fastest by large to train compared to the
the other models (0.0020) which makes sense given the SVR is a lighter model, requiring
no layers and individual weight optimisation in contrast to DL models. The second fastest
model is CNN (2.1557) followed by LSTM (5.3043 seconds). Lastly, GRU is the slowest
model with 7.3346 seconds.

Mean Absolute Percentage Error

As expected after looking at Figure 5.2a, the bar chart at Figure 5.2c confirms that GRU
is the model with the least error (0.0263) followed closely by LSTM (0.0294). CNN also
comes in closely as the third model (0.0329) whilst the largest MAPE is the one from SVR
(0.0505).

Mean Squared Error

Similarly to the previous metric discussed, Figure 5.2d follows the same pattern given
that GRU is shown to produce the least squared error (777,953.8180) followed by LSTM
(944,782.5172), CNN (1,124,888.5063) and SVR (2,459,684.3586).

Coefficient of Determination

Figure 5.2e shows high correlation for all that all three models, which makes sense given
that the three of them follow the closing price very closely as seen in Figure 5.2a. GRU
shows the strongest correlation (0.8898) followed by LSTM (0.8589), CNN (0.8302). On the
other hand, SVR (0.6743) has a weak correlation which is to be expected given its graph has
more pronounced peaks and drops and its prediction is on average lower than the other
models.

Summary

The prediction graphs at and the metrics bar charts in Figure 5.2 show that for the BTC
dataset, GRU is the best performing model but it is also the slowest one to be trained.
The second best performing model is LSTM, which has the third slowest training time,
followed by CNN (second slowest), and SVR, which is the least performing model but also
the fastest one.



5.2. Analysis 37

(b) BTC Training Time (c) BTC dataset

(a) BTC closing price prediction

(d) BTC MSE (e) BTC R2

Figure 5.2: BTC charts
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5.2.2 Ether

Prediction Plot

In Figure 5.3a, it can be seen that SVR seems to predict the closest to the closing price
albeit the prediction graph seems to be slightly skewed towards the right, having little to
no accuracy when the closing price experiences spikes and drops. On the other hand, the
DL models seems to be better in general at following the upward and downward trends,
thus, having a shape which resembles more closely that from the closing value. The CNN
is the best of the DL models at predicting the closing value, followed by the GRU and
LSTM models. All models are able to predict the lowest closing fairly accurately, but after
that point, the gap between the DL models and the closing value increase significantly.

Training Time

As already seen before, Figure 5.3b the training training time follows the same trend in
which SVR model keeps being the fastest model to be trained (0.0017). This is followed
by CNN (1.9289) and LSTM (4.8639). The slowest model, by a marginal amount, is GRU
(4.9420).

Mean Absolute Percentage Error

In Figure 5.3c, it can be seen that SVR model is now the best model with the least error
(0.0278) followed by CNN (0.0359), GRU (0.0423), and LSTM (0.0524).

Mean Squared Error

Similarly to MAPE, the models follow a same fashion where SVR has the least error
(4140.3413) as shown in Figure 5.3d. The next models also fit the pattern where CNN has
5822.1763, GRU obtains 7912.2718, and LSTM has the greatest a square error of 11346.1712.

Coefficient of Determination

Figure 5.3e shows that the LSTM model (0.1238) is the one out of the four with the least
correlation which is not unexpected given its predictions have a large offset as seen in
Figure 5.2a. Next, GRU has a score (0.4641) and is followed by CNN (0.6739). The model
with the strongest correlation is shown to be SVR (0.8004) whose graph intersects the most
with the closing price.

Summary

As expected from having seen Figure 5.3, SVR is the best performing model out of all four
as not only does it have the least MSE and MAPE but it also shows a strong correlation. The
model has the added advantage of being the fastest. The second best performing model
is CNN, which has the second slowest training time, followed by GRU, which happens to
the slowest model. LSTM, is the least performing model and third slowest one.
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(b) ETH training time (c) ETH MAPE

(a) ETH closing price prediction

(d) ETH MSE (e) ETH R2

Figure 5.3: ETH charts
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5.2.3 Tether

Prediction Plot

In Figure 5.4a, it can be seen that CNN seems to predict the closest to the closing price,
being the best at following the rising and falling trends better and, thus, having a shape
which is similar to that of the closing price. The model seems not to be able to correctly
follow prices which are stable for a few days after there has been significant rises and falls
(i.e. 11-03-2023 and 16-03-2023). Next, the GRU is shown to be the second best performing
model alas with a heavy dampening at the steepest closing values from the 08-03-2023 up
to 26-03-2023, and it seems not to be able to predict correctly the minor price drop on the
06-04-2023 nor the subsequent price spikes. This behaviour is also seen in the LSTM model
but this model predicts values much lower than GRU. Lastly, the SVR model seems to
make the worst predictions, fluctuating around the average value of 1.000 USD and being
unable to correctly predict the price increase from the 08-03-2023 up to 26-03-2023.

Training Time

As already seen before, Figure 5.4b the training training time follows the same trend in
which SVR model keeps being the fastest model to be trained (0.0008). This is followed
by CNN (3.1143) and GRU (4.2563). The slowest model, by a marginal amount, is LSTM
(4.2943).

Mean Absolute Percentage Error

Figure 5.4c shows CNN having the lowest error (0.0005) followed by GRU (0.0009), LSTM
(0.0009) and SVR (0.0010).

Mean Squared Error

Similarly to MAPE, the models follow a same fashion in Figure 5.4d where CNN (1.2948e−06)
has the lowest squared error followed by GRU (2.5437e−06), LSTM (2.6714e−06) and SVR
(3.4462e−06).

Coefficient of Determination

Figure 5.4e shows that all models are negative and with a magnitude greater than 1. Since
USDT is a stablecoin, it means that its average value closing price is always at 1 USD to
ensure a 1:1 exchange, thus, most of the data is around 1.000 USD and has little spread over
the Price axis. By looking at Equation (5.4), it can be seen that for the fractional component
of R2 to be less than 1, SST must be greater than SSR, and for this to occur, the actual
closing price values must be larger than actual mean. However, this is not possible as most
of the closing price values fluctuate around 1.000 USD and, hence, SST will always have a
value close to zero for a stablecoin, causing the fractional component to be extremely large
and, consequently, make the value of R2 to be large and negative.
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Summary

As expected from having seen Figure 5.4, CNN is the best performing model as it has the
least MSE and MAPE as well as being the second fastest model to train. In addition, CNN
is shown the be the best model at predicting the close price spikes but it is quite slow in
doing so as the predictions are always made a day later, usually, when the real closing value
starts to go back down, showing that model’s response is lagging in the face of upward
and downward trends. The next best performing models are GRU and LSTM where both
models were the third and fourth fastest models, respectively. Both models show similar
performance with each other and seem to also lag when predicting upward and downward
trends as with CNN. However, both models are shown to make significantly lower price
predictions with values not fluctuating too far away from the average (1 USD). The least
performing and slowest model is SVR which predicts the highest closing price on the 12-
03-2023 as a price drop instead. In general, the DL models seem to resemble the closing
price shape better than SVR, which predicts a drop rather than a spike at strong price
spikes.
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(b) USDT training time
(c) USDT MAPE

(a) USDT closing price prediction

(d) USDT MSE (e) USDT R2

Figure 5.4: USDT charts
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5.2.4 Binance Coin

Prediction Plot

All four models seem to be able to follow the closing price curve to a high degree, being to
predict the rising and falling trends in BNB (see Figure 5.5a). They all predict accurately
the minimum closing point at 10-03-2033.

The SVR model seems to make the best predictions as it is the model which crosses
the closing price curve the most whilst remaining close to it. It is at its closest just before
minimum closing price.

The second model which makes the best predictions appears to be CNN as it makes
the makes closest predictions given that it makes predictions very similar, if not the same
at times, to those made by SVR. However, unlike SVR, the CNN model is shown to better
at predicting major price spikes (e.g. 19-03-2023, 17-04-2023 and 25-04-2023).

Next comes the GRU model which draws a curve with values very consistent with
those of the CNN model but with a less defined shape when it comes to a large succession
of spikes and drops as shown in the region between 23-04-2023 and 27-04-2023.

Lastly, the LSTM model makes the lowest price predictions as seen in the large gap
between its predictions the actual closing price.

Training Time

SVR model is the fastest model to be trained (0.0030) as seen in Figure 5.5b. This is
followed by CNN (3.1850) and LSTM (4.4052). The slowest model is GRU (6.9808).

Mean Absolute Percentage Error

Figure 5.5c shows SVR (0.0265) and CNN (0.0267) having very similar MAPEs. Next the
GRU model has an error value 0.0297, and is followed by the LSTM (0.0511).

Mean Squared Error

Similarly to MAPE, the models follow a same fashion where SVR (110.1347) has the lowest
squared error followed by CNN (113.1334) GRU (136.0487), and LSTM (316.1564).

Coefficient of Determination

Figure 5.5e shows all R2 values are negative except for the CNN model (0.1989). It makes
sense that the CNN model has the high score (0.1989) but so should the SVR (-0.0894)
given that both graphs are show similar curves, which have similar shape characteristics
to the closing price curve but predict lower values. Therefore, in this case, the R2 shows
that the models are underfitted and require more training time compared to the previous
coins analysed.
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Summary

From the metrics analysed it can be seen that SVR performed the best and was followed
closely by CNN, both happening to be the fastest and second fastest models respectively.
GRU shows a similar performance with little difference in its error metrics compared the
two best performing models. LSTM on the other hand shows the least accuracy in all
models as shown in Figure 5.5a by the wide gap between its predictions and the closing
price and as demonstrated in the metrics charts. All four models produce prediction curves
which have similar shape to that of the closing value. Nonetheless, it can be appreciated
that predictions curves suffer from underfitting as shown as well in Figure 5.5e, however,
it is believed that at least SVR could have a positive value as it has a similar performance
as CNN, which has the only positive score of R2 score of 0.1989.
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(b) BNB training time (c) BNB MAPE

(a) BNB closing price prediction

(d) BNB MSE (e) BNB R2

Figure 5.5: BNB charts
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5.2.5 USD Coin

Prediction Plot

It is clear from Figure 5.6a that the closing values of USDC have an average of 1.000 USD
from which they almost do not deviate at all given that USDC is a stablecoin. All the DL
models correctly predict that the minimum closing price on the 11-03-2023, being able to
follow the falling and rising trends correctly. However, the DL models present a substantial
amount of noise which accentuates at the corner between 09-03-2023 and 17-03-2023.

The SVR model is shown to remain at the average value for the whole length of the
testing set without showing any noise or fluctuations even when making predictions in the
minimum closing price region.

Out of the three DL models, CNN shows the best performance by being able to predict
the minimum closing value with high accuracy from the beginning of the price fall until
its return back to stability.

GRU is also successful in predicting that there is a minimum closing price at 11-03-2023
albeit its prediction is too short and when it tries to return to stability, it crosses closing
price curve at 13-03-2023 until becoming stable at around 22-03-2023.

LSTM shows a similar behaviour to GRU but predicts a smaller closing price at 11-03-
2023 and rises above GRU when crossing the price curve at 11-03-2023.

Training Time

As already seen in all coins, SVR model is the fastest model to be trained (0.0007) from
what it is shown in Figure 5.6b. This is followed by CNN (2.1030) and LSTM (4.3682). The
slowest model is GRU (4.4679).

Mean Absolute Percentage Error

GRU has the least error (0.0009) with LSTM (0.0010) and SVR (0.0010) following as second
and third most accurate model, respectively (see Figure 5.6c). In addition, CNN is the
model which has the greatest MAPE by far with a value of 0.0267.

Mean Squared Error

Similarly to MAPE, the values obtained for MSE in Figure 5.6d follow the same pattern
where GRU (1.5646−05) has the least error followed by SVR (1.5902e−05), LSTM (1.6093e−05),
and CNN (2.3330e−05).

Coefficient of Determination

As explained above for USDT, USDC is a stablecoin whose average value aims to be at 1.000
USD to ensure 1:1 exchange, therefore, all actual values are close to the mean, making
the SST tobe close to zero, resulting in large, negative R2 scores as seen in Figure 5.6e.
However, in the case of SVR, the score does show that the model is underfitting since
the prediction stays at 1.000 throughout the test, being unable to predict the price drop
at 11-03-2023 (see Figure 5.6a) and having a excessively large (−3.2252e026) to be printed
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alongside the other models in Figure 5.6e. In addition, it is worth noting that CNN has the
least negative score of R2, being explained by the fact that it is able to correctly predict the
price drop at 12-03-2023, matching the downward and upward trends better than the other
models, thus, showing a greater degree of fit than the other three models. In any case,
the R2 score should be used with caution when dealing with datasets with a low variance
(i.e. stablecoins) as the values tend to gather close to the mean value, causing the score to
become large and negative.

Summary

Despite what it can be seen in the metrics from Figure 5.6, it can be said that CNN is the
best prediction model for USDC given it that it predicts the closing value accurately and
follows the the upward and downward trend of the coin more accurately than the other
models, achieving the most positive R2 score and being the second fastest model overall.

The other DL models have similar performances, being GRU the second best perform-
ing model overall as well as the second fastest model to train. The model shows the least
fluctuations in the stable regions, leading to it having the least MAPE and MSE scores out
of the four models. LSTM also makes predictions close to those made by GRU albeit more
small.

On the other hand, SVR is the least performing model and the fastest one to train. The
model does not attempt to predict the minimum closing price, staying flat at the average
value for the whole test.
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(b) USDC training time
(c) USDC MAPE

(a) USDC closing price prediction

(d) USDC MSE (e) USDC R2 (DL models only)

Figure 5.6: USDC charts
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5.2.6 Evaluation

Having described the results from the models for each coin individually, a series of high-
lights and patterns can be made.

BTC is the coin with the highest R2 scores with prediction curves being close to fit the
data. However, it can be appreciated that all models underfit for the coins being analysed,
and they would all benefit from longer training times to improve their accuracy. Even so,
Table 5.1 shows that for ETH, CincoCrypto is capable of producing better predictions with
smaller MAPE values than the multi-forecast horizon study proposed in [98] and with
similar R2 values which could possibly be improved should the training time be increased
increase.

It is shown in Figure 5.4 that USDT is the fastest dataset to be tested, and, it presents,
overall, the least MAPE and MSE. However, it can be seen that USDT presents the most
negative R2 scores from all five coins despite CNN being able to follow the shape of the
closing curve very accurately. This shows that R2 should be used with caution, in par-
ticular, when dealing with stablecoins as their SST is too large, making the R2 score be
negative for models predicting on this type of cryptocurrency.

In general, it is shown that SVR model is the fastest model to train due to having
less complexity (no layers and weight optimisation) as in the DL models. Nonetheless,
the model greatly underperforms when analysing stablecoins as seen in Figure 5.4 and
Figure 5.6. Furthermore, the DL models are shown to best at predicting the closing price
as their graphs as the ones which resemble the closing curves the most. In three out of
five coins (i.e. ETH, USDT, BNB), the CNN model is shown to be the best performing DL
algorithm, making predictions which can correctly determine when a strong price spike
will happen, specially, for stablecoins (i.e. Figure 5.4 and Figure 5.6). LSTM and GRU
models tend to have similar performances with one another (except with USDT), but for
in the other four coins, GRU is the best performing of the two models. Nonetheless, it is
suprising to see that GRU is slower to train than LSTM when, unlike LSTM (Table 4.3),
GRU has significantly less parameters (see Table 4.4) to be trained, making one to assume
it would cause a drastic drop in training time as in the case of CNN, which is the DL model
with the least parameters (see Table 4.5).

Table 5.1: ETH results comparison

(a) CincoCrypto results

Models MAPE R2

SVR 0.0278 0.8004
LSTM 0.0524 0.1238
GRU 0.0423 0.4641
CNN 0.0359 0.6739

(b) [98] results

Models MAPE R2

SVR 6.37 0.876
LSTM 9.35 0.789
GRU 7.73 0.843
CNN 5.45 0.894

The metrics used for evaluating the performance of the models have been described and
the results obtained for each coin have been assessed. The overall evaluation of the model
has described the main highlights and patterns observed for the coins and models before
moving onto the final chapters of the report.



Chapter 6

Conclusion

This report introduces CincoCrypto, a new free, open-source cyrptocurrency price forecast-
ing tool built with simplicity on mind to allow people with little to no financial and/or
technical background to make safe investments in the cryptocurrency market. At a mini-
mum, the user is only required to write the dataset names in the cryptos list and run the
program. The program has been uploaded to GitHub, ready to be used, and free of charge
so that it can reach all audiences [7]. Only five cryptocurrency datasets are taken from
CryptoCompare to forecast the next day closing price using four models (i.e. SVR, LSTM,
GRU and CNN) from which the user can choose the best performing one for the coins
whose prices are to be predicted. In this manner, the author hopes to curve the alarming
rise of scams in cryptocurrency investment. To comprehend the design criteria and the
significance of the results, a thorough description is done on the background behind the
key concepts and algorithms, being immediately followed by a literature review of the
most relevant peer-reviewed papers relevant for the design of the program. The program
is then described and its evaluation metrics discussed and assessed. The results show that
the models underfit for all coins being analysed yet CincoCrypto is shown to be capable of
producing good results (very low MAPE values) and somewhat decent R2 scores as shown
in Table 5.1. Overall, it is indicated by the results that SVR is the fastest model whereas
CNN tends to outperform the other algorithms in terms of metrics and prediction curve
shape.
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Future Work

The results obtained show that the models underfit for the coins being analysed, thus, a
thorough analysis would be required by means of loss and variance curves, and an increase
in the number of epochs specified for the models. In addition, automatic hyperparameter
tuning would be an effective method to increase model performance as the parameters
could be automatically selected and applied based on the datasets to be fed into the model
as done for SVR in [57], but at the cost of greater model complexity which could be more
taxing on machines with no dedicated graphical processing units. Furthermore, the pro-
gram can be made more interactive and functional by allowing the users to upload datasets
stored in a directory different from the program CWD as well as select the directory in
which to store the results. In addition, the functionalities could be increased by removing
the five cryptocurrency datasets from CryptoCompare constraint, placing the user more in
control by being able upload as many datasets as they want from other sources and dif-
ferent number of features amongst many other changes which could be made. In terms of
increasing closing price prediction accuracy, the use of sentiment and network data as well
as external factors as done in [69] could be investigated. Furthermore, different price for-
casting horizons could be analysed to measure model performance when having to make
predictions further ahead into the future (e.g. predicting 5 days into the future). Last but
not least, other ML models could be implemented (such as Adaboost or Catboost [67]) to
allow the users to have more models to choose.
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Appendix A - Coin Dataset Charts

(a) ETH dataset plot (b) USDT dataset plot

(c) BNB dataset plot (d) USDC dataset plot

Figure A.1: Coin Dataset Plots



Appendix B

Appendix B - Output CSV File

Table B.1: Metrics_Results.csv

Model Training Time Pred Time MAPE MSE R2 Crypto
0 SVR 0.002018451690673828 0.0003876686096191406 0.0504696902991206 2459684.3586585657 0.6743075282528055 Bitcoin
1 LSTM 5.3043272495269775 0.7390542030334473 0.029383193375235896 944782.5171756691 0.8589234632891902 Bitcoin
2 GRU 7.334591865539551 0.3565669059753418 0.026340116436574353 777953.8180326717 0.8898258661101472 Bitcoin
3 CNN 2.1556577682495117 0.1020052433013916 0.03291028683989652 1124888.5062743116 0.8301562544838689 Bitcoin
4 SVR 0.0016543865203857422 0.0002281665802001953 0.027836961976540196 4140.34125280257 0.8003583649909457 Ethereum
5 LSTM 4.86388087272644 0.4191739559173584 0.05241754797559006 11346.171195337085 0.12381032666319391 Ethereum
6 GRU 4.942010402679443 0.4025247097015381 0.04226630966316376 7912.271755179049 0.46407892396339223 Ethereum
7 CNN 1.9289462566375732 0.6902077198028564 0.035936705143524775 5822.176331392246 0.6739285876046022 Ethereum
8 SVR 0.0008196830749511719 0.0001728534698486328 0.0009931470649536813 3.446231416445051e-06 -67.32176705628947 Tether
9 LSTM 4.294309854507446 0.4241507053375244 0.0009433767714089219 2.671374658384471e-06 -112.57929259783367 Tether
10 GRU 4.256277561187744 0.38173532485961914 0.0008682655450180871 2.5436906381243517e-06 -66.48729340153241 Tether
11 CNN 3.114292621612549 0.1326618194580078 0.0005461618193308908 1.2947820689271233e-06 -1.1579009176921997 Tether
12 SVR 0.002954721450805664 0.0004019737243652344 0.02654513913354446 110.13466288894043 -0.08939754030832492 Binance
13 LSTM 4.405181169509888 0.4783942699432373 0.05113814294999337 316.156385644618 -3.046864098585492 Binance
14 GRU 6.980800151824951 0.38898372650146484 0.029653247139795592 136.04871754472578 -0.062115659810120016 Binance
15 CNN 3.1849536895751953 0.1352834701538086 0.02669722858747477 113.13338355102192 0.19889403776005643 Binance
16 SVR 0.0007381439208984375 0.00011444091796875 0.0009833649708414144 1.5901917808219124e-05 -3.225292104699031e+26 USD Coin
17 LSTM 4.368239879608154 1.1178078651428223 0.0009508531429233711 1.609342810037662e-05 -6.775211030089833 USD Coin
18 GRU 4.457851886749268 0.3710942268371582 0.0008748145199426846 1.564576735625326e-05 -3.8894116221682777 USD Coin
19 CNN 2.1029508113861084 0.10541772842407227 0.0012837194443462467 2.333045899150681e-05 -0.32750181224560304 USD Coin
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