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ABSTRACT
Incremental few-shot semantic segmentation (IFSS) aims to incre-
mentally extend a semantic segmentation model to novel classes
according to only a few pixel-level annotated data, while preserv-
ing its segmentation capability on previously learned base cate-
gories. This task faces a severe semantic-aliasing issue between
base and novel classes due to data imbalance, which makes seg-
mentation results unsatisfactory. To alleviate this issue, we propose
the Semantic-guided Relation Alignment and Adaptation (SRAA)
method that fully considers the guidance of prior semantic infor-
mation. Specifically, we first conduct Semantic Relation Alignment
(SRA) in the base step, so as to semantically align base class repre-
sentations to their semantics. As a result, the embeddings of base
classes are constrained to have relatively low semantic correlations
to categories that are different from them. Afterwards, based on the
semantically aligned base categories, Semantic-Guided Adaptation
(SGA) is employed during the incremental learning stage. It aims
to ensure affinities between visual and semantic embeddings of
encountered novel categories, thereby making the feature repre-
sentations be consistent with their semantic information. In this
way, the semantic-aliasing issue can be suppressed. We evaluate
our model on the PASCAL VOC 2012 and the COCO dataset. The
experimental results on both these two datasets exhibit its com-
petitive performance, which demonstrates the superiority of our
method.
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Figure 1: The typical examples for the semantic-aliasing is-
sue in IFSS, which are obtained from the PASCAL VOC 2012
dataset on the 1-shot task. “A→B” indicates that regions be-
longing to A are incorrectly segmented as B.

1 INTRODUCTION
In recent years, semantic segmentation has achieved impressive
performance by using deep neural networks. However, conven-
tional semantic segmentation models generally have a fixed output
space. Therefore, when encountering new categories, they need to
be re-trained from scratch to update their segmentation capability.
Moreover, these models require large-scale pixel-level labeled data,
which are expensive and laborious to obtain. These issues limit their
applicability in open-ended real-world scenarios. In this context,
Cermelli et al. [4] proposed the Incremental Few-shot Semantic
Segmentation (IFSS) task. It aims to effectively extend a semantic
segmentation model to new categories using a few labeled samples,
while maintaining its segmentation capability on previously learned
old ones. In this way, the extendibility and flexibility of the model
can be improved, which is critical for many real-world applications,
such as autonomous driving and human-machine interaction.
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More specifically, in the IFSS task, a base set with relatively more
training samples is first provided to initialize the learnable param-
eters of a semantic segmentation model. Then, a few pixel-level
annotated training samples of novel categories are given, helping
incrementally expand the segmentation capability of the model to
the encountered novel ones. However, the IFSSmodel is prone to fall
into the semantic-aliasing issue due to data imbalance between base
and novel classes. As shown in Figure 1, the semantic confusion
between the base class “dog” and the encountered novel category
“cat” misleads the model to draw the incorrect segmentation results,
making the model performance unsatisfactory. Recently, semantic
information has been successfully introduced in the few-shot classi-
fication task [15, 37–39], aiming to make feature embeddings more
representative, e.g., GloVe [23] or word2vec [21] was employed
in [15, 39] to provide prior semantic information while [37, 38]
additionally considered the semantic guidance of CLIP [24].

Inspired by these methods, we propose to suppress the semantic-
aliasing issue in IFSS by fully considering the guidance of visual
semantics. Therefore, we propose the Semantic-guided Relation
Alignment and Adaptation (SRAA) method in this paper, which is
shown in Figure 2. On one hand, we propose to conduct Semantic
Relation Alignment (SRA) in the base step, aiming to semantically
align base class representations in latent semantic space. There-
fore, the embeddings of base classes are constrained to have rel-
atively low semantic correlations to categories that are different
from them.Moreover, the cross-entropy loss is employed during this
process to measure discrepancy between segmentation results and
groundtruth label maps. As a result, the model is trained to segment
base classes, while being aware of their semantic information. Based
on the aligned base classes, Semantic-Guided Adaptation (SGA) is
employed to incrementally adapt the model to novel classes. It aims
to ensure affinities between visual and semantic embeddings of
novel categories, thereby making the feature representations be
consistent with their semantic information. By considering the
semantic information of both the base and the novel classes, the
semantic-aliasing issue can be alleviated. We evaluate our method
on the public semantic segmentation datasets PASCAL VOC 2012
and COCO, following the cross validation used in [4]. On both these
datasets, our method presents competitive performance.

All-in-all, the contributions of this paper can be summarized
below:

• In this paper, we propose to suppress the semantic-aliasing
issue in IFSS by fully considering the guidance of seman-
tic information, thereby making segmentation results more
accurate. To realize this goal, we accordingly propose the
Semantic-guided Relation Alignment and Adaptation (SRAA)
method.
• We propose to conduct Semantic Relation Alignment (SRA)
in the base step, aiming to semantically align the representa-
tions of base categories. Therefore, the base class embeddings
are guided to have relatively low semantic correlations to
categories that are different from them.
• Based on the aligned base classes, we propose to conduct
Semantic-Guided Adaptation (SGA) during the incremental
learning stage, guiding the embeddings of novel classes to
be consistent with their semantic information. In this way,

the semantic aliasing between the base and the encountered
novel categories can be alleviated.

2 RELATEDWORK
In this section, we review methods that are relevant to our research.
We first briefly introduce typical methods of semantic segmentation,
few-shot learning, and incremental learning in section 2.1, section
2.2, and section 2.3. Then, we review related incremental few-shot
semantic segmentation methods in section 2.4, and introduce their
differences to our work.

2.1 Semantic Segmentation
Semantic segmentation, a pixel-level image recognition technique,
has achieved remarkable progress in recent years with development
of deep learning. [19] is a typical deep-learning-based semantic
segmentation method that uses the fully convolutional layer to
realize efficient end-to-end dense predications for input images.
Inspired by [19], many semantic segmentation models have been
proposed. Zhao et al. [41] further introduced the pyramid pooling
module, aiming to fully aggregate global context information of
visual scenes. Chen et al. [5, 6] proposed to aggregate multi-scale
context information using the atrous convolution, so as to make
segmentation results more accurate. Based on [5, 6, 19], Zhang et al.
[40] learned an inherent dictionary to aggregate semantic context
information of a whole dataset, which help the model understand
visual scenes in a more global way. Huang et al. [13] enhanced a
semantic segmentation model with the proposed criss-cross atten-
tion layer. Therefore, sufficient context information is aggregated
for each pixel, while the model is maintained with high efficiency.
Recently, the methods [30, 36, 42] have successfully built semantic
segmentation models upon the transformer [7, 32], thereby further
boosting visual representations of input images.

2.2 Few-shot Learning
Few-shot learning aims to quickly transfer models to novel un-
seen categories according to only one or a few training instances,
thereby reducing expenses cost on data preparation. Currently,
few-shot learning methods are mainly based on metric learning,
aiming at learning an effective metric classifier from given few-
shot training instances. For example, Vinyals et al. [33] proposed
a matching network that classifies query samples by measuring
instance-wise consine similarity between queries and supports.
Snell et al. [29] advanced the matching network by further intro-
ducing prototypical representations, thereby constructing global
category representations for support samples. Santoro et al. [26]
proposed a memory-augmented neural network that utilizes stored
memory to make query categorization more accurate. Li et al. [15]
and Zhang et al. [39] proposed to additionally consider semantic
attributes encoded by GloVe[23] or word2vec [21], so as to further
improve visual representations of input images. Besides, Xu et al.
[37] and Yang et al. [38] proposed to further exploit the semantic
guidance from CLIP [24], as they found semantic information en-
coded by CLIP is more effective in learning representative feature
embeddings of visual scenes.
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2.3 Incremental Learning
Incremental learning aims to effectively transfer a model to new cat-
egories, while maintaining its previously learned old knowledge as
much as possible. Knowledge distillation [12] has shown its advan-
tages in overcoming a catastrophic forgetting problem [16]. Aiming
to incorporate the knowledge distillation with the data-replay strat-
egy, Rebuffi et al. [25] introduced the exemplar-based knowledge
distillation at the cost of extra small storage expenses. Castro et al.
[2] and Kang et al. [14] pointed out that it is necessary to achieve a
good balance between old class knowledge maintenance and new
class adaptation. Therefore, the cross-distillation loss and the bal-
anced finetune strategy were utilized in [2], while [14] employed
the adaptive feature consolidation strategy to restrict the repre-
sentation drift of critical old class feature embeddings. Recently,
Wang et al. [34] advanced the incremental learning model with the
gradient boosting strategy, so as to guide the model to effectively
learn its residuals to the target one. Liu et al. [18] further enhanced
the data-replay strategy by designing the reinforced memory man-
agement mechanism. It dynamically adjusts the stored memory
information in each incremental step, thereby helping to overcome
the sub-optimal memory allocation problem.

2.4 Incremental Few-shot Semantic
Segmentation

Incremental Few-shot Semantic Segmentation (IFSS), proposed by
Cermelli et al. [4], aims at enduing semantic segmentation models
with the capability of few-shot incremental learning, thereby mak-
ing them more suitable to be deployed in open-ended real-world
applications. Aiming to address this task, Cermelli et al. [4] pro-
posed the prototype-based knowledge distillation. It relieves the
catastrophic forgetting issue by constraining the invariance of old
class segmentation scores. Moreover, the overfitting to novel cate-
gories is suppressed by boosting the consistency between old and
updated models. Shi et al. [27] proposed to build hyper-class fea-
ture representations, thereby helping to relieve the representation
drift during the incremental learning. Furthermore, they adopted
a different evaluation protocol than the one employed in [4]. De-
spite the success achieved by these methods, the guidance of visual
semantics is ignored in them, which has been proven to play an
important role in low-data tasks. Therefore, different from these
works, in this paper, we study on how to exploit prior semantic
information in IFSS to make segmentation results more accurate.

3 METHODOLOGY
We elaborate on our proposed method in this section. We first
give the preliminaries in Section 3.1. Then, the details about our
Semantic-guided Relation Alignment and Adaptation (SRAA) are
provided in Section 3.2.

3.1 Preliminaries
The semantic space of the IFSS model is expanded over time. We
defineC𝑡 as the categories encountered at the step 𝑡 . Therefore, after
learning in this step, the semantic space of the model is expanded
to S𝑡 = S𝑡−1 ⋃C𝑡 , where S𝑡−1 =

⋃𝑡−1
𝑖=0 C𝑖 denotes the semantic

space learned after the step 𝑡 − 1. In each step, the dataset D𝑡 =

{
𝑿𝑡
𝑛, 𝒀

𝑡
𝑛

}𝑁𝑡

𝑛=1 is provided to update learnable parameters, in which
𝑿𝑡
𝑛 denotes the 𝑛-𝑡ℎ training image and 𝒀 𝑡𝑛 is the label map of 𝑿𝑡

𝑛 .
In the IFSS task, the base dataset D0 is provided in the base step
(i.e., 𝑡 = 0) to initialize the parameters of the model, which contains
relatively more training samples. After the base step, the dataset
D𝑡 is only in the few-shot setting, i.e., each category contains one
or a few labeled training instances, which satisfies the condition
𝑁𝑡 << 𝑁0 for ∀𝑡 >= 1. For brevity, in this paper, the categories
given in the base step are called base categories, while the categories
encountered in the incremental learning stage are termed novel
categories. In the step 𝑡 , the model only has access to the dataset
D𝑡 , and the datasets in the previous steps are unavailable.

3.2 Semantic-guided Relation Alignment and
Adaptation

As described in Figure 2, our method consists of the two compo-
nents that are Semantic Relation Alignment (SRA) and Semantic-
Guided Adaptation (SGA). These two components are incorporated
together to help the model be aware of semantic information of
base and novel categories, thereby alleviating the semantic-aliasing
issue between them. We elaborate on these two components in the
following.

3.2.1 Semantic Relation Alignment. The goal of our SRA is to se-
mantically align base classes in latent semantic space and guide the
model to generate semantic-consistent visual representations. We
first extract the visual embeddings

{
𝑭 0
𝑛

}𝑁b
𝑛=1 from the input images{

𝑿0
𝑛

}𝑁b
𝑛=1 ⊂ D0 using the visual encoder 𝑓v (·|𝚯0

v),{
𝑭 0
𝑛

}𝑁b
𝑛=1 = 𝑓v (

{
𝑿0
𝑛

}𝑁b
𝑛=1 |𝚯

0
v) (1)

where𝚯0
v indicates the learnable parameters of the visual encoder in

the base step, and 𝑁b denotes the number of images in a mini-batch.
Meanwhile, the semantic encoder 𝑓s (·|𝚯0

s ) encodes the semantic
vectors

{
𝒔0
𝑐

} |Cb |
𝑐=1 of the categories Cb involved in the inputs,{

𝒔0
𝑐

} |Cb |
𝑐=1 = 𝑓s (Cb |𝚯0

s ) (2)

in which 𝚯
0
s represents the parameters of the semantic encoder,

and 𝒔0
𝑐 denotes the encoded semantic vector about the class 𝑐 ∈ Cb.

After that, the global visual representations
{
𝒈0
𝑐

} |Cb |
𝑐=1 are aggregated

for each of the categories Cb,

𝒈0
𝑐 =

∑𝑁b
𝑛=1

∑𝐻
𝑖=1

∑𝑊
𝑗=1 (𝑭

0
𝑛, [𝑖, 𝑗 ] ∗ 𝑰

0,𝑐
𝑛, [𝑖, 𝑗 ] )∑𝑁b

𝑛=1
∑𝐻
𝑖=1

∑𝑊
𝑗=1 𝑰

0,𝑐
𝑛, [𝑖, 𝑗 ]

(3)

𝑠 .𝑡 . 𝑰 0,𝑐
𝑛 = 𝒀 0

𝑛 == 𝑐

where 𝑭 0
𝑛 ∈ R𝐻×𝑊 ×𝐷 denotes the feature map encoded by the

visual encoder 𝑓v (·|𝚯0
v), and 𝑰 0,𝑐

𝑛 ∈ R𝐻×𝑊 indicates the binary
mask about the category 𝑐 . Of note, if the pixel at the position [𝑖, 𝑗]
of 𝑿0

𝑛 belongs to the category 𝑐 , 𝑰 0,𝑐
𝑛, [𝑖, 𝑗 ] = 1; otherwise, 𝑰 0,𝑐

𝑛, [𝑖, 𝑗 ] = 0.
Aiming to align base class features with their semantics, the rela-

tion alignment loss Lalign is employed. It jointly considers the cor-
relations between visual and semantic embeddings that are paired
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Figure 2: The illustration for our Semantic-guided Relation Alignment and Adaptation (SRAA) method. SRA aims to semanti-
cally align the representations of base classes in latent semantic space, and SGA aims at ensuring the visual-semantic affinities
of encountered novel categories. Also, “𝑓s (·|·)” and “𝑓v (·|·)” represent a semantic encoder and a visual encoder respectively.

and unpaired,

Lalign =

|Cb |∑︁
𝑐1=1

|Cb |∑︁
𝑐2=1,𝑐2≠𝑐1

𝒈0
𝑐1 ∗ 𝒔

0
𝑐2

|Cb | × (|Cb | − 1)︸                                   ︷︷                                   ︸
Unpaired

−
|Cb |∑︁
𝑐=1

𝒈0
𝑐 ∗ 𝒔0

𝑐

|Cb |︸        ︷︷        ︸
Paired

. (4)

The paired visual-semantic embeddings indicate that the visual
vector 𝒈0

𝑐 and the semantic vector 𝒔0
𝑐 belong to the same class,

and thus 𝒈0
𝑐 should be aligned to match 𝒔0

𝑐 in latent space. On the
contrary, if the visual embeddings 𝒈0

𝑐1 and the semantic embeddings
𝒔0
𝑐2 (𝑐2 ≠ 𝑐1) are unpaired, the correlations between them should
be suppressed to ensure representation discrimination between
categories. We minimize the relation alignment loss Lalign w.r.t.
the learnable parameters of the visual encoder. Thereby, the model
is guided to generate semantic-consistent visual representations,
and the base classes embeddings are aligned with their semantic
information.

Moreover, the segmentation results
{
𝒀̄ 0
𝑛 ∈ R𝐻×𝑊 ×|C

0 |}𝑁b
𝑛=1 with

respect to the semantic space C0 are drawn by using the base class
prototypical classifier P0 =

{
𝒑0
𝑐

} |C0 |
𝑐=1 , which is shown below:

𝒀̄ 0
𝑛, [𝑖, 𝑗,𝑐 ] = 𝑃 (𝑐 |𝑿0

𝑛, [𝑖, 𝑗 ] , P
0,𝚯0

v) (5)

=
exp(𝑆𝑖𝑚(𝑭 0

𝑛, [𝑖, 𝑗 ] ,𝒑
0
𝑐 ))∑

𝑐′∈C0 exp(𝑆𝑖𝑚(𝑭 0
𝑛, [𝑖, 𝑗 ] ,𝒑

0
𝑐′))

.

In the above equation, 𝑃 (𝑐 |𝑿0
𝑛, [𝑖, 𝑗 ] , P

0,𝚯0
v) indicates the probability

that the pixel 𝑿0
𝑛, [𝑖, 𝑗 ] is inferred as the category 𝑐 according to

P0 and 𝚯
0
v. 𝑆𝑖𝑚(·, ·) is a similarity metric function, which aims

to measures consine similarity between feature embeddings. The

cross-entropy loss Lce is used to measure the discrepancy between
the segmentation results and the groundtruth labels of the inputs,

Lce =
1
𝑁b

𝑁b∑︁
𝑛=1

𝐶𝐸 (𝒀̄ 0
𝑛 , 𝒀

0
𝑛 ) . (6)

By jointly minimizing the relation alignment loss Lalign and the
cross-entropy lossLce during the training process, the model learns
to segment base categories while being aware of their semantic
information.

3.2.2 Semantic-Guided Adaptation. After the base step, the model
is incrementally extended to novel classes. We hope the model can
also be aware of the semantic information of encountered novel
categories. Therefore, we propose to ensure affinities between visual
and semantic embeddings of encountered novel ones. Taking the
step 𝑡 as an example, we first extract the visual embeddings from the
images given in the few-shot dataset D𝑡 using the visual encoder
𝑓v (·|𝚯𝑡

v), {
𝑭 𝑡𝑛

}𝑁𝑡

𝑛=1 = 𝑓v (
{
𝑿𝑡
𝑛

}𝑁𝑡

𝑛=1 |𝚯
𝑡
v). (7)

In the equation, 𝚯𝑡
v indicates the parameters of the visual encoder

in the step 𝑡 . Meanwhile, the semantic encoder 𝑓s (·|𝚯𝑡
s) encodes

the semantic embeddings of the encountered new categories C𝑡 ,{
𝒔𝑡𝑐
} |C𝑡 |
𝑐=1 = 𝑓s (C𝑡 |𝚯𝑡

s). (8)

Afterwards, these semantic vectors are used to imprint the weights
of the semantic prototypes Ps,𝑡 =

{
𝒑s,𝑡
𝑐

} |C𝑡 |
𝑐=1 , which are used to

guide the finetune process on the novel categories. Specifically, we
first calculate the affinities

{
𝑨̄𝑡
𝑛 ∈ R𝐻×𝑊 ×|C

𝑡 |}𝑁𝑡

𝑛=1 between the
visual embeddings of the given images and the semantics of the
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novel classes according to Eq. 9,

𝑨̄𝑡
𝑛, [𝑖, 𝑗,𝑐 ] =

𝑭 𝑡
𝑛, [𝑖, 𝑗 ] ∗ 𝒑

s,𝑡
𝑐

|𝑭 𝑡
𝑛, [𝑖, 𝑗 ] | ∗ |𝒑

s,𝑡
𝑐 |

, 𝑠 .𝑡 ., 0 < 𝑐 <= |C𝑡 | (9)

where 𝑨̄𝑡
𝑛 denotes the dense visual-semantic affinities about the

sample 𝑿𝑡
𝑛 , and 𝑨̄𝑡

𝑛, [𝑖, 𝑗,𝑐 ] indicates the affinity between the visual
features at the position [𝑖, 𝑗] and the semantic embeddings of the
category 𝑐 ∈ C𝑡 . The dense visual-semantic affinities reflect the
relation between the visual embeddings and the semantics of the
encountered novel classes.

Moreover, the prototypes P𝑡−1 =
{
𝒑𝑡−1
𝑖

} |⋃𝑡−1
𝑗=0 C

𝑗 |
𝑖=1 learned in the

previous steps are utilized to compute the affinities of the current
feature maps to the old categories

{
𝑨̃𝑡
𝑛 ∈ R𝐻×𝑊 ×|

⋃𝑡−1
𝑗=0 C

𝑗 |}𝑁𝑡

𝑛=1,

𝑨̃𝑡
𝑛, [𝑖, 𝑗,𝑐 ] =

𝑭 𝑡
𝑛, [𝑖, 𝑗 ] ∗ 𝒑

𝑡−1
𝑐

|𝑭 𝑡
𝑛, [𝑖, 𝑗 ] | ∗ |𝒑

𝑡−1
𝑐 |

, 𝑠 .𝑡 ., 0 < 𝑐 <= |
𝑡−1⋃
𝑗=0

C𝑗 |. (10)

The affinity maps 𝑨̃𝑡
𝑛 and 𝑨̄𝑡

𝑛 are concatenated together for each
sample

𝑨𝑡
𝑛 = 𝑨̃𝑡

𝑛 ⊕ 𝑨̄𝑡
𝑛, (11)

thereby producing
{
𝑨𝑡
𝑛 ∈ R𝐻×𝑊 ×|

⋃𝑡
𝑗=0 C

𝑗 |}𝑁𝑡

𝑛=1. We use the cross
entropy to constrain the correctness of the affinity maps

{
𝑨𝑡
𝑛

}𝑁𝑡

𝑛=1

Laff =
1
𝑁𝑡

𝑁𝑡∑︁
𝑛=1

𝐶𝐸 (𝑨𝑡
𝑛, 𝒀

𝑡
𝑛), (12)

so as to guide the visual embeddings of the novel class images to
have high correlations to their visual semantics while suppressing
the affinities to the old classes. As a result, the feature embeddings
of the novel classes can be consistent with their semantic informa-
tion. Moreover, knowledge distillation is adopted to suppress the
overfitting to encountered novel categories

Lkd =
1
𝑁𝑡

𝑁𝑡∑︁
𝑛=1

𝐶𝐸 (𝑨𝑡
𝑛,𝑨

𝑡−1
𝑛 ), (13)

where 𝑨𝑡−1
𝑛 denotes the affinities drawn by the model after being

trained in the step 𝑡 − 1. The joint minimization of Laff and Lkd
w.r.t. 𝚯𝑡

s , P𝑡−1, and Ps,𝑡 guides the model to be aware of the visual
semantics of the encountered novel categories. Meanwhile, the
prototypes P𝑡−1 and Ps,𝑡 are optimized to be consistent to reflect
the relationships between images and categories, so as to help
accurately segment out the objects that belong to the encountered
categories from images. After learning in the step 𝑡 , the prototypes
are updates: P𝑡 ← P̂𝑡−1 ⋃ P̂s,𝑡 , where P̂𝑡−1 and P̂s,𝑡 indicate the
prototypes P𝑡−1 and Ps,𝑡 after being optimized in the current step.
The updated prototypes and visual encoder are employed to draw
segmentation results for all the encountered classes, as same as the
process shown in Eq. 5.

4 EXPERIMENTS
Experiments are provided in this section to validate our proposed
method. We first introduce the datasets in Section 4.1 and give our
implementation details in Section 4.2. Then, we report the main
experimental results in Section 4.3, and conduct the ablation study
in Section 4.4.

Table 1: The dataset split on the PASCAL VOC 2012 dataset.

Split Categories

5-0 aeroplane, bicycle, bird, boat, bottle

5-1 bus, car, cat, chair, cow

5-2 table, dog, horse, motorbike, person

5-3 plant, sheep, sofa, train, tv-monitor

Table 2: The dataset split on the COCO dataset.

Split Categories

20-0
person, airplane, boat, parking meter, dog, elephant, refrigerator,
backpack, suitcase, sports ball, skateboard, wine glass, spoon,
sandwich, hot dog, chair, dining table, mouse, microwave, scissors

20-1
bicycle, bus, traffic light, bench, horse, bear, umbrella, frisbee,
kite, surfboard, cup, bowl, orange, pizza,couch, toilet, remote,
oven, book, teddy bear

20-2
car, train, fire hydrant, bird, sheep, zebra, handbag, skis,
baseball bat, tennis racket, fork, banana, broccoli, donut,
potted plant, tv, keyboard,toaster, clock, hair drier

20-3
motorcycle, truck, stop sign, cat, cow, giraffe, tie, snowboard,
baseball glove, bottle, knife, apple, carrot, cake, bed, laptop,
cell phone, sink, vase, toothbrush

4.1 Datasets
We evaluate the proposed method on the two public semantic seg-
mentation datasets that are PASCAL VOC 2012 [8, 10] and COCO
[1, 17]. The PASCAL VOC 2012 dataset consists of 10582 training
images and 1449 test images, which are collected from 20 different
categories. Following the previous work [4], we divide these 20
categories into four folds and each fold includes five categories,
which is summarized in Table 1. In addition, on the COCO dataset,
80 categories are used to evaluate the performance of the model,
including about 110k training samples and 5k test samples. As pre-
sented in Table 2, the 80 categories of this dataset are split into four
folds as well, which is the same as [4] does. For the cross validation
on both these datasets, we use the categories of three folds to build
the base set, while the categories of the rest one fold are used for
testing.

4.2 Implementation Details
Our codes are implemented using PyTorch and run on the tesla
V100 GPU card. In the experiments, the SGD optimizer is adopted
to optimize the learnable parameters of our model based on the poly
learning rate. For the experiments on the PASCALVOC 2012 and the
COCO dataset, the training details are slightly different. Specifically,
on the PASCAL VOC 2012 dataset, we set the number of the epochs
as 30 on the base step and 400 during the incremental learning. Also,
in each phase, the initial learning rate of the optimizer is set as 0.01.
On the COCO dataset, we train the model on the base set for 50
epochs with the initial poly learning rate 0.02. Moreover, during the
incremental learning stage, the epochs are set as 400, and the initial
learning rate is set as 0.01. Following the previous work [4], we
evaluate our method in both the single few-shot step setting and the
multiple few-shot step setting based on the cross validation protocol.
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Table 3: The experimental results on the PASCAL VOC 2012 dataset. In the table, “FT” indicates directly finetuning the model
on novel classes using the cross-entropy loss, and “HM” indicates the harmonic mean of the mIoU on base and novel classes.
Also, the first-place and the second-place result in each column are highlighted in bold font and underscore respectively.

(a) The results under the single few-shot step setting.

1-shot 2-shot 5-shot

mIoU (%) mIoU (%) mIoU (%)
Method base novel HM base novel HM base novel HM

FT 58.3 9.7 16.7 59.1 19.7 29.5 55.8 29.6 38.7
WI [22] 62.7 15.5 24.8 63.3 19.2 29.5 63.3 21.7 32.3
DWI [9] 64.3 15.4 24.8 64.8 19.8 30.4 64.9 23.5 34.5
RT [31] 59.1 12.1 20.1 60.9 21.6 31.9 60.4 27.5 37.8
AMP [28] 57.5 16.7 25.8 54.4 18.8 27.9 51.9 18.9 27.7
SPN [35] 59.8 16.3 25.6 60.8 26.3 36.7 58.4 33.4 42.5
LWF [16] 61.5 10.7 18.2 63.6 18.9 29.2 59.7 30.9 40.8
ILT [20] 64.3 13.6 22.5 64.2 23.1 34.0 61.4 32.0 42.1
MIB [3] 61.0 5.2 9.7 63.5 12.7 21.1 65.0 28.1 39.3
PIFS [4] 60.9 18.6 28.4 60.5 26.4 36.8 60.0 33.4 42.8

Ours 65.2 19.1 29.5 62.7 27.4 38.1 63.8 36.7 46.6

(b) The results under the multiple few-shot step setting.

1-shot 2-shot 5-shot

mIoU (%) mIoU (%) mIoU (%)
Method base novel HM base novel HM base novel HM

FT 47.2 3.9 7.2 53.5 4.4 8.1 58.7 7.7 13.6
WI [22] 66.6 16.1 25.9 66.6 19.8 30.5 66.6 21.9 33.0
DWI [9] 67.2 16.3 26.2 67.5 21.6 32.7 67.6 25.4 36.9
RT [31] 49.2 5.8 10.4 36.0 4.9 8.6 45.1 10.0 16.4
AMP [28] 58.6 14.5 23.2 58.4 16.3 25.5 57.1 17.2 26.4
SPN [35] 49.8 8.1 13.9 56.4 10.4 17.6 61.6 16.3 25.8
LWF [16] 42.1 3.3 6.2 51.6 3.9 7.3 59.8 7.5 13.4
ILT [20] 43.7 3.3 6.1 52.2 4.4 8.1 59.0 7.9 13.9
MIB [3] 43.9 2.6 4.9 51.9 2.1 4.0 60.9 5.8 10.5
PIFS [4] 64.1 16.9 26.7 65.2 23.7 34.8 64.5 27.5 38.6

Ours 66.4 18.8 29.3 65.1 26.4 37.6 64.3 28.7 39.7

Table 4: The experimental results on the COCO dataset.

(a) The results under the single few-shot step setting.

1-shot 2-shot 5-shot

mIoU (%) mIoU (%) mIoU (%)
Method base novel HM base novel HM base novel HM

FT 41.2 4.1 7.5 41.5 7.3 12.4 41.6 12.3 19.0
WI [22] 43.8 6.9 11.9 44.2 7.9 13.5 43.6 8.7 14.6
DWI [9] 44.5 7.5 12.8 45.0 9.4 15.6 44.9 12.1 19.1
RT [31] 46.2 5.8 10.2 46.7 8.8 14.8 46.9 13.7 21.2
AMP [28] 37.5 7.4 12.4 35.7 8.8 14.2 34.6 11.0 16.7
SPN [35] 43.5 6.7 11.7 43.7 10.2 16.5 43.7 15.6 22.9
LWF [16] 43.9 3.8 7.0 44.3 7.1 12.3 44.6 12.9 20.1
ILT [20] 46.2 4.4 8.0 46.3 6.5 11.5 47.0 11.0 17.8
MIB [3] 43.8 3.5 6.5 44.4 6.0 10.6 44.7 11.9 18.8
PIFS [4] 40.8 8.2 13.7 40.9 11.1 17.5 42.8 15.7 23.0

Ours 41.2 9.3 15.2 42.1 12.7 19.5 42.6 17.1 24.4

(b) The results under the multiple few-shot step setting.

1-shot 2-shot 5-shot

mIoU (%) mIoU (%) mIoU (%)
Method base novel HM base novel HM base novel HM

FT 38.5 4.8 8.5 40.3 6.8 11.6 39.5 11.5 17.8
WI [22] 46.3 8.3 14.1 46.5 9.3 15.5 46.3 10.3 16.9
DWI [9] 46.2 9.2 15.3 46.5 11.4 18.3 46.6 14.5 22.1
RT [31] 38.4 5.2 9.2 43.8 10.1 16.4 44.1 16.0 23.5
AMP [28] 36.6 7.9 13.0 36.0 9.2 14.7 33.2 11.0 16.5
SPN [35] 40.3 8.7 14.3 41.7 12.5 19.2 41.4 18.2 25.3
LWF [16] 41.0 4.1 7.5 42.7 6.5 11.3 42.3 12.6 19.4
ILT [20] 43.7 6.2 10.9 47.1 10.0 16.5 45.3 15.3 22.9
MIB [3] 40.4 3.1 5.8 42.7 5.2 9.3 43.8 11.5 18.2
PIFS [4] 40.4 10.4 16.5 40.1 13.1 19.8 41.1 18.3 25.3

Ours 40.7 11.3 17.7 40.5 15.2 22.1 41.0 19.7 26.6

The single few-shot step setting indicates that all novel categories
are given at once in an incremental step, while the multiple few-
shot step setting means novel categories are progressively given
in multiple steps. We employ the mean Intersection-over-Union
(mIoU) metric in our experiments to evaluate the performance of
the method. Besides, we build our semantic encoder using CLIP,
due to its powerful capability in encoding semantic information
[37, 38]. Following the previous methods [37, 38], we freeze the
parameters of the semantic encoder during the training process,
i.e., 𝚯𝑡

s = 𝚯
0
s for ∀𝑡 >= 1. Meanwhile, as same as [4], we build our

visual encoder by using resnet101 [11].

4.3 Main Results
The results of our method on the PASCAL VOC 2012 and the COCO
dataset are summarized in Table 3 and Table 4 respectively. Ac-
cording to these results, we have the following observations. On
the PASCAL VOC 2012 dataset, our method achieves higher mIoU
on both base and novel categories than that of FT, RT, AMP, SPN,
and PIFS under the single few-shot step setting. Despite the perfor-
mance of MIB, ILT, LWF, DWI, and WI on base categories is better
than that of ours in some cases, our method obviously achieves

higher mIoU on novel categories. For example, on the 2-shot task,
the novel class mIoU of our method is 14.7%, 4.3%, 8.5%, 7.6%, and
8.2% higher than that of MIB, ILT, LWF, DWI, and WI respectively.
In the meantime, our method shows its superiority on the PAS-
CAL VOC 2012 dataset under the multiple few-shot step setting as
well. For example, on all the 1-shot, the 2-shot, and the 5-shot task,
the novel class mIoU of PIFS is lower than that of our proposed
method. Similar results can also be found on the experiments of
the COCO dataset. For example, in the single few-shot step set-
ting, the performance of our method is better than that of PIFS and
AMP on both base and novel categories. Although the base class
mIoU of our method is lower than that of the several compared
methods, it consistently shows higher mIoU on encountered novel
categories, e.g., our method’s novel class mIoU is 5.8%, 4.9%, 5.5%,
2.6%, 3.5%, 1.8%, and 2.4% higher than that of MIB, ILT, LWF, SPN,
RT, DWI, and WI on the 1-shot task. Moreover, under the multiple
few-shot step setting, the novel class mIoU of our proposed method
is higher than that of all the compared methods in the table. For
example, our method’s novel class mIoU is 0.9%, 2.1%, and 1.4%
higher than that of the second-place method PIFS on the 1-shot, the
2-shot, and the 5-shot task. In Figure 3, we give our step-by-step
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Figure 3: The visualization for the step-by-step segmentation results of our method on both the Single Few-shot Step (SFS)
setting and the Multiple Few-shot Step (MFS) setting according to a labeled sample per category. The model is progressively
extended to the novel classes in the MFS setting. In the SFS setting, the novel classes are given at once in an incremental step.
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Figure 4: The ablation study for our method on both the Sin-
gle Few-shot Step (SFS) setting and the Multiple Few-shot
Step (MFS) setting, which is conducted on the 1-shot task of
the PASCAL VOC 2012 dataset.
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Figure 5: The values of the paired and the unpaired term in
our relation alignment loss Lalign during the training pro-
cess. To better reflect value change, the baseline curves are
also drawn in the figure, which reflect the values of these
two terms when Lalign is not employed during the training.
The above experiments are conducted on the PASCAL VOC
2012 dataset.

segmentation results for the encountered novel categories under
the two different settings. The results indicate that according to
only one training instance per novel category, our method can still
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Figure 6: The mean affinities between the visual and the se-
mantic embeddings with or without being aligned by our
SRA, which is conducted on the COCOdataset. The values in
the diagonal are the affinities between the visual and the se-
mantic embeddings that belong to the same class, while the
others are the affinities between them that are unpaired.

achieve the promising semantic segmentation results. Moreover,
when encountering new classes, it can still maintain high effective-
ness in segmenting the categories learned in the previous few-shot
learning steps.

4.4 Ablation Study
In this subsection, we first study the influence of SGA and SRA
on accuracy in Figure 4. “w/o SGA” indicates that the semantic
guidance is not considered during the adaptation procedure. Thus,
the prototypes about novel categories are imprinted by the mean
visual embeddings of given samples. “w/o SRA” indicates that SRA
is not employed, and base class embeddings are not aligned with
their semantics. On one hand, the cooperation of our SRA and SGA
(i.e., “Full”) can achieve higher mIoU than that of the baseline model
(“w/o SGA and SRA”) on both base and novel classes under the two
different settings, which demonstrates that the appropriate use of
prior semantic information can make segmentation results more
accurate. On the other hand, the removal of SGA or SRA (i.e., “w/o
SGA” or “w/o SRA”) leads to an obvious performance drop, thereby
validating the importance of these two components. The results
also indicate that semantic information should be considered in



Conference’23, July 2023, Ottawa, Canada Yuan Zhou, Xin Chen, Yanrong Guo, Shijie Hao, Richang Hong, and Qi Tian

w/o  SGA

Affinity ratios: 
𝑨dog

𝑨cat
Image

Groundtruth

dog→ cat

Affinity ratios: 
𝑨bus

𝑨train
Affinity ratios:

𝑨bus

𝑨train

Image

Groundtruth Segmentation results Segmentation results

bus→ train

Segmentation results

w/ SGA

Affinity ratios: 
𝑨dog

𝑨cat

Segmentation results

Figure 7: The visualized analysis for the influence of our
SGA. In the figure,𝑨dog,𝑨cat,𝑨bus, or𝑨train denotes the affin-
ity map of an image to the category “dog”, “cat”, “bus”, or
“train”.

𝑨dog
𝑨cat

or 𝑨bus
𝑨train

indicates the ratio map between 𝑨dog
and 𝑨cat or 𝑨bus and 𝑨train

both the base and the incremental learning stage. Otherwise, the
training inconsistency between phases will reduce segmentation
accuracy.

Then, in Figure 5, we visualize the values of the paired and
the unpaired term in the relation alignment loss Lalign during the
training process. The results indicate that Lalign can be optimized
stably. On one hand, with the epoch increases, the paired term is
maximized progressively, thereby constraining that visual and se-
mantic embeddings belonging to the same category have relatively
high correlations. On the other hand, the minimization of the un-
paired term suppresses the similarity between visual and semantic
embeddings that are unpaired. As a result, the visual embeddings
belonging to the same class are guided to have high semantic corre-
lations, while the semantic correlations of different categories are
limited. We also visualize the mean affinities between the visual
and the semantic embeddings that are aligned by our method. The
results in Figure 6 validate the effectiveness of our SRA again, e.g.,
SRA can obviously rectify visual embeddings to better match their
semantic information.

The analysis for the influence of our SGA is provided in Figure 7.
As can seen from the figure, without SGA, the sample about “dog” is
incorrectly segmented as the class “cat” due to the incorrect affinity
information, e.g., the affinity ratios 𝑨dog

𝑨cat
have low values in the

target regions. In contrast, the use of SGA can obviously boost the
affinities to the target class, while suppressing the affinities to “cat”.
In this way, the segmentation results can be more accurate. For the
instance “bus”, the affinity ratios 𝑨bus

𝑨train
show low values for a part

of the target regions when not employing our SGA. Moreover, in
the background areas, the affinity ratios have the incorrect high
values. By leveraging the guidance of visual semantics, our method
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Figure 8: The visualized analysis for the influence of our
method on alleviating the semantic-aliasing issue in both
the “base→novel” and the “novel→base” scenario, which is
conducted on the PASCAL VOC 2012 dataset under the 1-
shot setting. Notice that “A→B” indicates regions belonging
to A are incorrectly segmented as B.

can rectify these incorrect affinities, thereby making segmentation
results more accurate. Finally, in Figure 8, we also provide the
qualitative analysis for the influence of our SRAA method on final
segmentation results. The experimental results consistently validate
the superiority of our method as well.

5 CONCLUSION
In this paper, we propose to alleviate the semantic-aliasing issue
in IFSS by conducting Semantic-guided Relation Alignment and
Adaptation (SRAA). On one hand, we introduce Semantic Relation
Alignment (SRA) in the base step, aiming to semantically align the
representations of base categories and guide the model to generate
semantic-consistent feature representations. On the other hand, we
employ Semantic-Guided Adaptation (SGA) to incrementally adapt
the model to novel classes. It ensures the visual-semantic affinities
of encountered novel categories, so as to make their feature embed-
dings be consistent with the corresponding semantic information.
By considering the semantic information of both the base and the
novel categories, the semantic-aliasing issue can be relieved. Cur-
rently, it is still very challenging to incrementally achieve accurate
segmentation results for objects with complex and varied bound-
aries in IFSS. In the future, we plan to overcome this problem by
fully considering the fine-grained information of local features.
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