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Abstract. Efforts in the recommendation community are shifting from
the sole emphasis on utility to considering beyond-utility factors, such as
fairness and robustness. Robustness of recommendation models is typ-
ically linked to their ability to maintain the original utility when sub-
jected to attacks. Limited research has explored the robustness of a rec-
ommendation model in terms of fairness, e.g., the parity in performance
across groups, under attack scenarios. In this paper, we aim to assess
the robustness of graph-based recommender systems concerning fairness,
when exposed to attacks based on edge-level perturbations. To this end,
we considered four different fairness operationalizations, including both
consumer and provider perspectives. Experiments on three datasets shed
light on the impact of perturbations on the targeted fairness notion, un-
covering key shortcomings in existing evaluation protocols for robustness.
As an example, we observed perturbations affect consumer fairness on
a higher extent than provider fairness, with alarming unfairness for the
former. Source code: https://github.com/jackmedda/CPFairRobust.

Keywords: Robustness - Fairness - Recommendation - GNN - Pertur-
bation - Multi-Stakeholder - Provider - Consumer.

1 Introduction

Individuals are increasingly interacting with recommender systems, enjoying the
benefits of personalized services provided by e-commerce and streaming plat-
forms. These services are designed to adapt to the preferences and interests of
consumers about the content they discover, while also meeting the expectations
of content providers, who seek visibility and engagement. However, the experi-
ences of these stakeholders can be compromised by specialized attacks targeting
recommender systems. These attacks aim to manipulate the recommendations
generated by the systems according to the attacker’s objectives [63I42/1].

* Corresponding author.
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The effectiveness of attacks against recommender systems has been demon-
strated across a diverse range of recommendation models, including those based
on k-nearest neighborhood [42], matrix factorization [31]], association rules [57],
recurrent neural networks [49], and graphs [T9/39]. In this context, ‘poisoning’ at-
tacks have become particularly prevalent [6351]. These attacks primarily involve
data perturbation during the training stage [II51], often through the introduction
of fake users, also known as ’shilling’ attacks [1/42/49]. Concerted efforts have
been increasingly devoted to enhancing the robustness of recommender systems
against various attacks [63UT229]65/64]. Fraudster detection [65J10] and adver-
sarial learning [T2l29I55] have emerged as the primary defensive strategies. The
former seeks to identify and mitigate the influence of fake users, while the latter
introduces perturbations to strengthen models against adversarial samples.

Differently from other research fields (e.g., computer sensing [I6IT5HI5913],
code generation [36], and program understanding [62]), attacks against recom-
mendation have prioritized the maximization of model disruption, often at the
expense of constructive objectives, without considering their impact on model
robustness. The existing methods for evaluating robustness merely compare rec-
ommendation utility before/after attacks [63]. This practice is unfortunately lim-
ited, given that the overall utility can remain stable even when recommendations
are significantly altered [4I]. This limitation prevents from detecting the im-
pact of attacks on beyond-accuracy objectives, such as trustworthiness [52], fair-
ness [54], and explainability [66]. Few prior works consider robustness in beyond-
accuracy properties, such as bias [46] and sparseness [68], but do not cover fair-
ness [63]. In other domains, this interplay has already been addressed [43/35].

In this paper, we provide a novel comprehensive analysis on the robustness of
graph-based recommender systems in terms of fairness, referred to as robustness
in fairness. Specifically, we investigate the extent to which the system fairness
remains stable, from both the consumer [7JI3I54] and the provider [4725/26]
sides, under attack scenarios. We address this issue on systems based on graphs
due to their state-of-the-art performance and the extensive range of attacks on
graph data [BTIT9I64139J65I14]. Adding and deleting edges is a popular technique
for attacks in graph data [51]. To this end, we extended an approach that per-
turbs a graph at the edge-level to explain the predictions in several downstream
tasks [34l30]. This approach iteratively performs poisoning-like attacks against
recommender systems based on Graph Neural Networks (GNNs) and monitors
fairness as the user-item interaction graph gets gradually perturbed, encompass-
ing different types of perturbations and fairness operationalizations. Although
our experimental evaluation is driven by the employed attack, it is important to
note that the attack itself does not constitute the main contribution. Rather, this
paper specifically aims to study the robustness in fairness in recommendation
and explore the nuances in the GNN models’ outcomes after attacks.

Our study operates within a white-box scenario, simulating the role of an
attacker aiming to compromise the group fairness of a recommender system. In
this scenario, the perturbation process involves modifying the input graph that
feeds into the GNN. Such attacks may have real-world consequences, including
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compromising a company’s reputation in the public eye [38], both through media
coverage and legal implications that may result in sanctions and other repercus-
sions. Concerning the recent regulations in terms of robustness and fairness of au-
tomated systems [40J21], such consequences could illustrate a worrying scenario.
Our experimental study showcases an extensive characterization of robustness
in fairness against poisoning-like attacks, by employing three datasets and three
GNN-based recommender systems. The tested models exhibit a higher sensitiv-
ity to attacks tailored for group consumer fairness compared with provider one.
Specifically, the unfairness levels across consumer groups can be increased by a
restrained amount of perturbations, whereas the impact on provider fairness is
limited by the prior unfairness level exhibited in the original recommendations.

2 Related Work

2.1 Attacks and Robustness in Recommendation

The researchers addressing attacks and robustness in recommendation do not
necessarily see these properties as interconnected, although most of the literature
in robustness regards attacks [63]. In fact, several papers solely focused on iden-
tifying attacks and treating them as strategies for achieving maximum disrup-
tions [42/T9T4/49/57/31] by injecting fake users to increase the recommendation
of specific items [42[19], or adversarially generate unnoticeable fake profiles [14].
Conversely, other works focused on improving robustness without necessarily
viewing the adopted attack as the actual contribution [IJ65J60/T2I6T]. For in-
stance, [65] detected suspicious users as fraudsters using neural random forests.
Despite these advancements, a comprehensive analysis of the impact of attacks
on the models’ robustness, particularly in terms of accuracy and other critical
properties, is notably absent. This gap in research is remarkable, especially when
compared to analogous studies conducted in other fields [T6/T536I593I6243].

2.2 Fairness in Recommendation

Due to recently issued regulations [40/21], researchers are increasingly prioritiz-
ing beyond-accuracy aspects in recommendation, as explainability [66] and fair-
ness [54]. The relevant amount of recent works studying consumer and provider
(un)fairness addressed their assessment [TI8I2526/47], mitigation [329I512216],
and explanation [23I24IT7I37]. Despite calls for unifying the goals of robustness
and fairness in recommendation [63], to the best of our knowledge, [58] is the
only work that focused on both properties. Specifically, [58] proposed a fair and
distributionally robust method to solve the distribution shift problem between
the training and testing sets. Unfortunately, no study addressed the assessment
of robustness in group consumer/provider fairness against specialized attacks.

2.3 Robustness and Beyond-accuracy Aspects

Some studies on robustness in recommendation considered beyond-accuracy prop-
erties, e.g., bias [46] and sparseness [68], as pertaining to a kind of robustness [63].
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However, their scope does not cover the fairness property envisioned in our study.
On the other hand, the literature in other fields has witnessed the introduction
of novel techniques of certified robustness for text classification [43], and novel
attacks that target the fairness of classifiers [38/48]. Nevertheless, their works
regard classification tasks, where attacks and robustness methods differ from
the ones employed in recommendation, as those targeted by this paper.

3 Methodology

3.1 Perturbation Task in Graph-based Recommendation

Our perturbation task tailored for GNN-based recommender systems aims to
perturb the adjacency matrix through edge perturbations to alter the predicted
recommendation lists, and test the systems’ robustness in fairness. We then
distinguish between the recommendation task and the proper perturbation task.

Recommendation task. In a typical recommendation scenario, a model learns
the preferences of a set of users U from their past interactions with a catalog
of items I. The network of user-item interactions can be represented by means
of an undirected bipartite graph G = (V, E), where V = U U I is the set of
nodes, F is the set of edges between user and item nodes. G can be encoded in
a n x n adjacency matrix A, where A, ; > 0 denotes an edge links the user u
with the item 4, otherwise A, ; = 0. We can feed A to a GNN f to predict the
probability of missing user-item links. Specifically, f can be parameterized by a
weight matrix W and optimized to recommend to each user a list of the top-k
items sorted by the predicted linking probability in descending order. Let ¢, Qk
be the top-k list recommended to user u and QQFk the set of all ¢,Qk,Vu € U.

Perturbation task. Following [63], robustness can be estimated by the dispar-
ity between the performance measured with the original (non-perturbed) data
and the perturbed data. A model reporting a disparity lower than a threshold e
and a perturbation bounded by a constant v would be denoted as (7, €)-robust.
In our graph-based scenario, the original data is the adjacency matrix A, and
we denote its perturbed version as A. Given our fairness-related task, we define
the performance by means of a fairness metric M. We can then formally define
the (v, €)-robustness in fairness of our recommender system f as follows:

A=M(F(AW),A) - M(FAW),A), JAlZ<e [El<y ()

where M estimates the fairness level based on the outcome of f and A, and E
denotes the set of candidate edges for perturbation. Although [63] does not guide
the selection of € and 7, a small € guarantees a greater level of robustness, while
a small v reflects an attack that is harder to detect. Focused on analyzing the
robustness in fairness, we do not set a fixed bound on the extent of edge pertur-
bations, i.e. v = +00. Addressing edge perturbations as deletion and addition,
the range of |E| is then [1,|E|] for deletion, and [1, |U]| x |I| — | E|] for addition.
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We seek to test the robustness in fairness in recommendation by identifying
the edge perturbations that maximize the disparity in , prioritizing fewer per-
turbations. In other words, we aim to optimize the following objective function:

min .~ [Mer AW, 4) - s wy oA frdaf, e

2
2
where I' is a distance function [51I34], p is a trainable weight used to identify
the edges to be perturbed, A € R is a hyper-parameter that is used to control
the weight between the two terms. The minus sign applied to the first term
optimizes the objective function towards maximizing the disparity A, resulting
in unfair recommendations. However, the original fairness level estimated by M
is not affected by the perturbation process. Hence, we can simplify as follows:

min  —M(f(A,W;p), A) + X HF(A’ A)H

2
2

3)

3.2 Graph Perturbation Mechanism

Following works of explainability in GNNs [34I30], we use a sparsification method
to obtain a binary perturbation tensor from a trainable real-valued weight (first
described by [50]) and extend it to the recommendation scenario. First, we
enlarge the space of the candidate edges to the entire graph. Second, we re-
place the perturbation matrix P used in [34] with a binary perturbation vector
p € {0, 1}|E |, such that solely the relevant user-item connections are perturbed
instead of affecting also self-loops, user-user and item-item links. p can be de-
rived from the trainable weight p by applying a sigmoid transformation and
a binarization to p, so as to map values lower than 0.5 to 0, otherwise to 1.

The perturbation mechanism can be thought as a substitution process that
updates the entries of the adjacency matrix A with the entries of p, resulting in
A. A fixed relation between the 2D index of A and the 1D index of p establishes
which candidate edge (u,i) € E will be perturbed by the j-th entry of p. The
entries update process resulting in Ais formally defined as:

d=aip A,=(P Hoc )
’ Ay,; otherwise

+ denotes the perturbation operator for edge deletion + Del or addition + Add.

This perturbation mechanism is performed iteratively by gradually modifying
A to generate A, until the perturbed edges optimize the targeted task. Specifi-
cally, we initialize p based on the perturbation type (deletion or addition), such
that no edge is affected in A, i.e. A+ p = A. At each iteration, we generate A
with p, and feed A to the GNN f to produce the corresponding recommenda-
tions. The latter are processed by to estimate the fairness level, the distance
between A and A, and to update the weight p accordingly. Finally, the process
stops based on a predefined criterion, e.g., the impact of the last perturbation.
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3.3 Fairness Notion and Operationalization

Fairness Notion. We proceed to define the fairness metric M. We follow recent
works [TI56I32I23/4722120/2] that emphasized the relevance of the group fairness
notion of demographic parity from both the consumer [756I32] and provider
side [23[4722]. For the former side, demographic parity is satisfied if consumer
groups experience the same level of recommendation utility. For the latter side,
the notion is satisfied if the probability of being recommended is equal across
provider groups, proportionally to their representation in the catalog.

We ground our work on a binary setting as previous studies [7I32I23122],
where each stakeholder set Z (Z C U for consumers, Z C [ for providersE[) can
be partitioned in two groups, Z; and Z,. Multiple attributes, e.g., gender and
age, of each stakeholder could produce a distinct partition of Z in two groups.
Demographic parity (DP) can then be operationalized as the following disparity:

DP = [S(/(A, W), A%) = S(f(4, W), A7) ®

where S represents the metric used to estimate the performance w.r.t. the cor-
responding stakeholder, e.g., exposure for a provider, A%* and A%2 respectively
denote the adjacency sub-matrices with regard to the two partitions Z; and Zs.

Consumer and Provider Fairness Operationalization. Depending on the
adopted metric S, we can define specific operationalizations of DP, which reflect
distinct perspectives of the unfairness issue. For each stakeholder, we contem-
plate two types of operationalization, a rank-aware and a rank-agnostic one.
We underline that DP represents M in -—, given that it estimates
the fairness performance of a recommender system. Therefore, we define each
operationalization of DP, the corresponding metric .S used for evaluation, and
the differentiable approximation of S to be used in the objective function in :

— Consumer Preference (CP): it estimates the consumer fairness as the dis-
parity across consumers groups in rank-aware top-k recommendation utility,
which can be measured by the Normalized Discounted Cumulative Gain
(NDCG@k). Following [56/44], NDCG (NQkF) is approximated as the differ-

—

entiable function NDCG, where the rank of an item is defined in terms of
the pairwise preference with respect to any other item in the catalog.

— Consumer Satisfaction (CS): it estimates the consumer fairness as the
disparity across consumers groups in rank-agnostic top-k recommendation
utility, which can be measured by the Precision (P@QFk). We optimize PQFk by
treating the recommendation task as a binary classification task, by using a
sigmoid function followed by a binary cross entropy loss. This task aims to
include relevant items in the top-k list, regardless of their position.

— Provider Exposure (PE): it estimates the provider fairness as the disparity
in exposure across providers groups. Following [25126123/22], we define the

3 We do not consider other features and associate each item with a distinct provider.
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exposure of a generic provider group I, as the average number of exposures
in QQk (estimated by an indicator function 1[-] as [23122]), discounted by
the importance of their position [4725l26] (as for DCG), and normalized by
the ideal exposure [25126] (as for NDCG). Formally:

k 1[i; €1.]

|I| 1 Z Zjil 1092](j+1) (6)
L] 0] ko en
weU Zuj=1 logs(j+1)

Exposure(l, | QQk) =

We leverage the approximation proposed by [23], where the indicator func-
tion is replaced by the predicted linking probability (item relevance).

Provider Visibility (PV): it estimates the provider fairness as the dispar-
ity in visibility across providers groups. Following [I8[25l26], we define the
visibility of a generic provider group I, as the average number of exposures

in QQ@F (estimated by 1[-] as for PE). Formally:

Visibility (I, | Q@k) = 11 >N 1fieln)

L] Uk u€elU i€q, Qk

(7)

We approximate PV by replacing Visibility(-,-) with the loss function used

for C'S, which would aim to include the items of I, in the top-k list.

CP and CS € [0, 1], PE and PV € [0, %]7 for which 0 denotes fairness.

The approximations of PE and PV are inspired by [23], but the authors
measure the disparity only according to the top-k items, limiting the expo-
sure/visibility information, given that k is usually small. It causes the gradient
to be computed only for the top-k items, which will not necessarily be included
in the final recommendations, due, for instance, to items already enjoyed by
some users. Instead, we set k to be 10% of the items catalog size |I| to expand
the operational scope of PE and PV. This choice also helps when just one of
the groups is represented in @k, and enables our perturbation task to better
optimize the presence of one of the groups in positions closer to the top-k ones.

4 Experimental Evaluation

The following experiments aim to answer the following research questions:

RQ1: What is the extent to which edge perturbations impact the robustness in

fairness of recommender systems?

RQ2: Are the adopted models similarly affected in terms of alterations in ro-

bustness in fairness as edge perturbations gradually increase?

RQ3: Which consumer or provider group should be more affected by the edge

perturbation to nuke the models’ robustness in fairness?
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Table 1. Left: datasets’ statistics (Repr: Representation, O: Older, Y: Younger, F:
Female, M: Males). Right: original models’ performance in N@Q10 (%) and PQ10 (%).

MLIM [7]|LF1K [I1]| INS (2]

# Users 6,040 268 346
i ar0sl 51600 20 INS LFIK MLIM
# Items ' ' N@10 P@10 N@10 PQ10 N@10 P@10
# Interactions 1,000,209 200,586 1,879
Domain Moviel  Music| Tnsurance ~ GCMC| 76.40  9.60| 39.66 38.47| 12.62 11.35
Age 0:43.4%| 0 : 42.2%| O : 49.4%  LGCN | 78.07 9.74|39.81 38.36| 12.68 11.35
Y : 56.6%| Y : 57.8%| Y : 50.6%
Repr. NGCF | 78.30 9.74| 39.71 38.43| 12.94 11.65
F:28.3%| F :42.2%| F : 23.4%

Gender

M : 71.7%|\M : 57.8%|M : 76.6%

4.1 Evaluation Setting

Evaluation Protocol The perturbation process is run for 200 epochs, but early
stopped if the increment in A after 15 consecutive epochs is lower than 0.001.

Given our objective of testing the robustness in fairness, we do not perform
a classic poisoning attack as defined in [63[TJ51]. Specifically, the combination of
datasets, models, perturbation types, and fairness operationalizations sums up to
108 attacks, but we aim to also address intermediary perturbation stages, which
would result in an impracticable amount of models re-training processes. To this
end, we estimate the first term of A by substituting the original adjacency matrix
A with the perturbed one A at the inference stage, and maintaining the models’
parameters constant. If A was generated by external tools or approaches, such
poisoning-like attack would reflect a white/grey-box setting, with the unique
requirement of having access to the saved representation of A.

Models. We rely on Recbole [67] and select GCMC [4], Light GCN (LGCN) [28],
and NGCF [53] as the GNN-based recommender systems for our study. Though
the set of employed models is limited, they cover different architectures to learn
the users’ preferences: GCMC leverages an auto-encoder structure, LGCN learns
from linear relationships between users and items, NGCF adopts features trans-
formation and nonlinear activation on the message-passing step. While the last
two models generate the recommendations by the learnt user and item em-
beddings, GCMC performs a complete forward process during inference. Thus,
GCMC represents a more suitable candidate for the attacker, who does not need
to force the embeddings re-generation after the graph perturbation.

Datasets. We rely on [7], which includes MovieLens-1M [27] (ML1M) and LFM-
1K [II] (LF1K )Y We also consider Insurance [33] (INS) and discard consumers
with less than 5 interactions. Table [I|reports the datasets’ statistics and the ori-
gial models’ performance. We use the items’ popularity to partition the provider

set in short-head I; and long-tail I5 items such that % = % as in [23]22]. For

4 The timestamp of each (u,%) refers to the last interaction between u and a i’s song.
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Fig. 1. Impact of edges addition (+ Add) and deletion (+ Del) on the robustness
in fairness, reported as the relative difference in M between the non-perturbed and
perturbed model, i.e. A/M(f(A, W), A) ((I)). A stands for Age, G for Gender.

each user, the interactions are sorted in ascending order of recency, split by a
ratio 7:1:2, and each split respectively assigned to the training, validation, and
testing set. We use the validation set to select the best original model, and the
ground truth of the testing set to optimize the fairness operationalizations (Sec-
tion . Using the test relevance judgements would result in a powerful attack
and support our main concern, i.e. the analysis of robustness in fairnessﬂ

4.2 RQ1: Impact on Robustness in Fairness

We first assess the impact of edge-level perturbations on the robustness in fair-
ness, i.e. A, where M corresponds to the formulation of DP in and its spe-
cialized operationalizations, e.g., PE for provider exposure fairness.
Figure[f]reports the impact on robustness in fairness as the relative difference
in M between the original fairness level and after each perturbation type, i.e. A
divided by the second term in . The reported values pertain to the iteration
where at least one edge was perturbed and A affected the most A for each model.
The formulation of A in enables us to easily denote positive values as in-
crement in fairness level disparity across groups, i.e. increment in DP, otherwise
a decrement of the latter. Therefore, positive values reflect a successful outcome
for the attacker, whose goal is to make the system generate unfair recommenda-
tions. Negative values derive from instances of A that reduce the unfairness level
even at the first iterations. The x-axis has been symmetrically log-normalized
to highlight the remarkable impact on A on the systems. For instance, both +
Add and + Del significantly caused an impact for CS on LGCN under ML1M,

® This design choice does not constitute the issue highlighted in [45].
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precisely increasing DP by more than 1,000%. Also the fairness levels under INS
were remarkably affected, reaching values higher than 10,000%.

Successful attacks are especially reported in terms of edge deletions, given
that most of the points labeled as + Del are depicted at the right of the zero line.
Conversely, + Add caused varied results, ranging from reductions of fairness level
disparity, e.g., on LGCN under LF1K, to disruptions in robustness in fairness,
e.g., on GCMC under ML1M for the consumer side. This observation could be
related to the addition of information in the graph due to + Add, but also to the
larger edge sample space for the latter compared with + Del. The experiments
on provider fairness confirm + Del as a more effective perturbation attack than
+ Add. However, several settings report an optimal robustness, e.g., GCMC and
NGCF under LF1K, and other ones a negative orientation of A, e.g., LGCN
under LF1K and ML1M. Across the models, NGCF exhibits the least sensitivity
to perturbations, especially on provider fairness and under LF1K, given that
most of the points are close to the zero line. This may be attributed to the feature
transformation and nonlinear activation applied in the NGCF message-passing
scheme, which diminish the impact of the perturbed graph on the predictions.

4.3 RQ2: Robustness in Fairness under Incremental Perturbations

The previous research question aimed to highlight if the edge perturbations could
be able to affect the robustness in fairness of the considered models, accounting
only for the iteration with the highest impact on A. It is then unclear to what
extent the robustness is affected by the gradual increment of edge perturbations.
To this end, we report the DP for each iteration of the perturbation process
through the points in Figure [2} For each setting, a horizontal dashed line denotes
the original DP to highlight the gap caused by the increment of perturbed edges.
A robust model would then be described by points close to the dashed line, while
far points conceive the perturbed edges significantly affected the fairness level.
Even the size of such points is important: big points close to the dashed line
denote the model is robust despite a relevant amount of perturbed edges.

Consumer-side. Across the datasets, NGCF is the most robust model, given
that in most of the setting the points are distributed closer to the original DP
compared with the other two systems. This likely stems from the observation
highlighted in the previous section. GCMC and LGCN behave in a similar way,
especially in terms of CS, for which the addition of edges (+ Add) has a more
significant influence on DP compared with the deletion (+ Del). However, LGCN
reports a systematic robustness for the rank-aware operationalization CP with
only a few small points reported in the proximity of the original DP.

Some experiments underline the attack could be influenced by the dataset and
sensitive attribute. The former influence factor can be observed on GCMC, for
which + Del significantly affected CP under LF1K; a similar result was reported
under ML1M, but due to the other perturbation type + Add. The latter influence
factor can be observed under INS on NGCF, where the impact of + Add on DP
is reported only across age groups, regardless of the operationalization.
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Fig. 2. Trend of the operationalizations of DP across different stages of the pertur-
bation process. Each stage reflects a fraction of perturbed edges w.r.t. E, depicted as
points gradually larger as the amount of perturbed edges increases. The horizontal
dashed line labeled as Orig denotes the DP of the recommendations generated by the
non-perturbed system. In the consumer-side results, A stands for Age, G for Gender.

Provider-side. Differently from the consumer-side, the original systems report
a high degree of unfairness, close to the maximum value % = 5. Hence, the
edge perturbations adopted by a potential attacker cannot significantly affect
the robustness in fairness, as highlighted under LF1K on all models, and under
ML1IM on NGCF, where the original level of PE and PV is remarkable.

In the other settings, deleting edges is more reliable in influencing the ro-
bustness in provider fairness compared with + Add. This behavior is especially
reported under INS, but also under ML1M on GCMC and LGCN.

Other observations contrast with the consumer-side evaluation. First, NGCF
exhibits a high degree of sensitivity to the perturbations under INS, as empha-
sized by the gradual increment in PE as more edges are deleted. This is possibly
due to the limited size of INS, which prevents NGCF from robustly learning the
users’ preferences in a generalized way. Second, the differences in trend between

GCMC and LGCN are more remarked, with + Add affecting more the robust-
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ness of GCMC under ML1M w.r.t. the LGCN’s one. This can be explained by
the GCMC encoder architecture, which possibly interprets the added edges as
noise, which is instead captured as new information by the linear step in LGCN.

4.4 RQ3: Edge Perturbations Influence on Groups

Group unfairness denotes one of the groups is favored by the system, e.g., with
a higher level of exposure. We denote such group as advantaged and the other
group as disadvantaged. We seek to discover whether the impact on A is due to a
greater amount of edge perturbations applied to the advantaged or the disadvan-
taged group. To this end, we define Edge Impact (EI) as the ratio between the
distribution of edge perturbations on the nodes of a group and the representation
of the latter. Let —E C E be the subset of edges actually perturbed, formally
FEI, = %, where Z, is a group of consumers or providers, and —E, is the
subset of edges perturbed w.r.t. the nodes in Z,. We also define the difference
AET = El pqy — Elpisady between the advantaged and the disadvantaged group.

In Figure[3] we depict AET on the y-axis and A on the x-axis to study their
relationship. The values of A pertain to our first experiment in Section [1.2]

In the consumer side, most of the settings reporting an impact on A were
caused by edge perturbations prioritizing the disadvantaged group, i.e. AET < 0.
In particular, this behavior regards + Del, which removed interactions of the dis-
advantaged group to, intuitively, reduce its recommendation utility. Conversely,

Pertarbation @ +add @ +Del s Hcew e Ms® A e dure 9V
Consumer-side Provider-side
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oy \ | | A I . ] 4
L= - A 2 . d
2-1 % Ay
5 6 X e
e i+
_3 -2
23 \ % 6
5t # x+
R v ek o
N
< 5 4 AN 2
2 Ay *
-2
) = .
o s X | *
o0 03706 09 o0 03 06 09 0p0,015 030 045 4
=1 el %
= A 2
S22 m r N 03
-3 +
A A oo 04 -0.8 0[o. oio 0.5
4 +

DN

Fig. 3. Relationship between AFEI (y-axis), i.e. the disparity in edge perturbations
distribution between the advantaged and the disadvantaged group, and A (x-axis), i.e.
the disparity in fairness level before and after the attack. Successful attacks (A > 0)
are caused by targeting more the advantaged group if AEI > 0, otherwise the disad-
vantaged group was targeted. A stands for Age, G for Gender. Some points overlap.
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we expect + Add to report AET > 0. However, this is actually true only un-
der ML1M on LGCN and NGCF, and slightly under INS on GCMC and NGCF.
Other settings, e.g., under LF1K, illustrate A was affected by adding more edges
to the disadvantaged group, highlighting that a higher number of interactions
does not systematically correspond to a higher recommendation utility.

In the provider side, the disparity in edge perturbations distribution is more
remarked in comparison with the consumer-side results. However, such disparity
does not reflect a relevant impact on A in most settings, as already highlighted
in other experiments. Successful attacks (A > 0) are mostly reported under INS
for PE, where AFET is systematically above the origin. Hence, the impact on the
robustness in provider fairness was caused by deleting or adding more edges to
the advantaged group. Other scenarios where A was affected, e.g., on GCMC
under ML-1M, confirm such observation or report close points to the x-axis.

5 Conclusions

In this paper, we present the concept of robustness in fairness and raised atten-
tion towards the issues caused by related attacks in recommendation. Compared
to prior work, our analysis aimed to assess the robustness in fairness of GNN-
based recommender systems against poisoning-like attacks based on edge-level
perturbations, focusing on the models’ robustness and not on the attack itself.

Even though the range of considered models is limited, they represent con-
sistent baselines in the literature, and cover varied GNN architectures. It follows
that the adopted models represent perfect candidates for an analysis of robust-
ness in fairness, a topic that is still unexplored in recommendation compared
with other fields. Nevertheless, future works will cover a wider set of models.

Moreover, although the adopted attack is focused to test the robustness in
fairness, the same approach could be extended to targeted attacks, e.g., against
specific consumers or providers. In other words, based on how each stakeholder
partitions are established, our attack could be used to modify the model per-
formance to specifically favor one of the tailored groups. We plan to investigate
other types of attack, such as those relying on perturbations based on re-wiring.

Additionally, our white-box setting could be simplified to a grey-box one
by removing the assumption of having access to the model parameters. Given
that the attack solely requires the substitution of the adjacency matrix with
its perturbed version, the latter could be generated through a different process.
Future work will be focused on exploring grey- or black-box settings.
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