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1 Introduction

Traditional methods of modelling systems rely on Boolean automata, where ev-
ery word is assigned a Boolean value (i.e., accepted or rejected). This setting is
often generalized into a richer, quantitative one, where every word is assigned a
numerical value, and thus the Boolean concept of a language, i.e., a set of words,
is lifted to a more general function, namely a function from words to values.

A particular instance of quantitative automata is that of discounted-sum
automata. There, the weight function sums the weights along the run, but dis-
counts the future. Discounting as a general notion is a well studied concept in
game theory and various social choice models [9]. Computational models with
discounting, such as discounted-payoff games [21, 3, 1], discounted-sum Markov
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Abstract. Nondeterministic Discounted-Sum Automata (NDAs) are non-
deterministic finite automata equipped with a discounting factor λ > 1,
and whose transitions are labelled by weights. The value of a run of an
NDA is the discounted sum of the edge weights, where the i-th weight is
divided by λi. NDAs are a useful tool for modelling systems where the
values of future events are less influential than immediate ones.
While several problems are undecidable or open for NDA, their deter-
ministic fragment (DDA) admits more tractable algorithms. Therefore,
determinization of NDAs (i.e., deciding if an NDA has a functionally-
equivalent DDA) is desirable.
Previous works establish that when λ ∈ N, then every complete NDA,
namely an NDA whose states are all accepting and its transition function
is complete, is determinizable. This, however, no longer holds when the
completeness assumption is dropped.
We show that the problem of whether an NDA has an equivalent DDA is
decidable when λ ∈ N (in particular, it is in EXPSPACEand is PSPACE−hard).
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Decision Processes [17, 19, 14] and discounted-sum automata [15, 12, 13, 11], are
therefore useful to model settings where the far future has less influence than
the immediate future.

In this work we focus on non-deterministic discounted-sum automata (NDAs).
An NDA is a quantitative automaton equipped with a discounting factor λ > 1.
The value of a run is the discounted sum of the transitions along the run, where
the value of transition i is divided by λi. The value of a word is then the value
of the minimal accepting run on it. We also allow final weights that are added
to the run at its end (with appropriate discounting).

Unlike Boolean automata, NDAs are strictly more expressive than their de-
terministic counterpart (DDAs) [11]. In particular, certain decision problems for
NDAs are undecidable, but become decidable for DDAs [5]. There is, however,
a subclass of NDAs that always admit an equivalent DDA: the complete integral
NDAs [6]. An automaton is complete if its transition function is total and all
its states are accepting with final weight 0. This means that runs never “die”,
and that all runs are accepting. An NDA is integral if its discounting factor λ
is an integer. It is further shown in [6] that if the completeness requirement is
removed then for every discounting factor there is an integral NDA that is not
determinizable.

The existence of NDAs that are not determinizable implies that the deter-
minization problem is not trivial. However, its decidability and complexity have
not been studied. In this work, we show that determinization of integral NDAs
is decidable. Specifically, we show that determinization is in EXPSPACE and is
PSPACE− hard.

Example 1. We demonstrate the determinization problem, as well as some intri-
cacies involved in its analysis. Consider the NDA in Figure 1a. Intuitively, the
NDA either reads only a’s, or reads a word of the form a∗b. However, it guesses
in q0 whether it is going to read many a’s, in which case it may be worthwhile
incurring weight 3 to q2 in order to read the remaining a’s at cost 0.

q0 q1q2
b, 0

a, 2

a, 3

a, 0

(a) NDA A.

s0 s1
b, 0

a, 2

(b) Equivalent DDA for λ = 3.

Fig. 1: The NDA A on the left is determinizable with λ = 3, with an equivalent
DDA depicted on the right. However, A is not determinizable with λ = 2.

We now ask if this NDA has a deterministic equivalent. As it turns out,
this is dependent on the discounting factor. Indeed, consider the discounting
factor λ = 3, then when reading the word ak, the run that remains in q0 has
weight

∑k
i=0 2 · 3−i = 3 − 3−k < 3, whereas a run that moves to q2 at step

j ≥ 0 has weight
∑j−1

i=0 2 · 3−i + 3 · 3−j = 3− 3−j + 3−j = 3. Thus, it is always
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beneficial to remain in q0. In this case, we do have a deterministic equivalent,
depicted in Figure 1b. We remark that the fact that this deterministic equivalent
is obtained by removing transitions is not a standard behaviour, and typically
determinization involves a blowup.

Next, consider the discounting factor λ = 2. Similar analysis shows that for
the word ak, the weight of the run that stays in q0 is

∑k
i=0 2 · 2−i = 4− 2 · 2−k,

whereas leaving to state q2 at step 0 yields cost 3, so the latter is preferable for
large k. Intuitively, this means that nondeterminism is necessary in this setting,
since the NDA does not “know” whether b will be seen. Indeed, for λ = 2 this
NDA is not determinizable.

Observe that in the case of λ = 2, the two “extreme” runs on ak, namely the
one that stays in q0 and the one that immediately leaves to q2, create a “gap”
between their values that tends toward 1 as k increases. Keeping in mind that
for large k the transition value is multiplied by 2−k, intuitively this gap becomes
huge. As we show in this work, this concept of gaps exactly characterizes whether
an NDA can be determinized. ⊓⊔

We remark that for non-integral NDAs, many problems, including the deter-
minization problem, are open due to number-theoretic difficulties [8]. Therefore,
it is unlikely that progress is made there, pending breakthroughs in number
theory.

Related Work Discounted-sum automata have been studied in various contexts.
Specifically, certain algorithmic problems for them are still open, and are closely
related to longstanding open problems [8]. In addition, they are not closed under
standard Boolean operations [7] (which is often the case in quantitative models,
due to the “minimum” semantics which conflicts with notions of conjunction).

Recently, discounted sum automata were also studied in the context of two-
player games [10]. Of particular interest are “regret-minimizing strategies”, where
the concept of regret minimization is closely related to determinization of au-
tomata [16].

An extension of discounted-sum automata to multiple discounting factors
(NMDAs) was studied in [4, 5], where NMDAs are NDAs where every transition is
allowed a different discounting factor. NMDAs are generally non-determinizable,
but imposing certain restrictions on the choice of discounting factors can ensure
determinizability [4]. We remark that the study of NMDAs is still only with
respect to complete automata.

Determinization of other quantitative models has also received some attention
in recent years. A major open problem is the decidability of determinization for
weighted automata over the tropical semiring (for some subclasses it is known to
be decidable [20, 18]). Interestingly, a tropical weighted automaton can be seen
as the “limit” of NDAs where λ → 1. This, however, does not seem to help in
resolving the decidability of the former.

In [2], the determinization problem for one-counter nets (OCNs) is studied.
OCNs are automata equipped with a counter that cannot decrease below zero.
They can be thought of as pushdown automata with a singleton stack alphabet.
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Most notions of determinizability introduced in [2] are undecidable, with one
case being open (and seemingly related to the setting of weighted automata).

Due to space constraints, some proofs appear in the full version.

2 Preliminaries

A nondeterministic integral discounted-sum automaton (NDA) is a tuple A =
(Σ,Q,Q0, α, δ, val, fval, λ), where Σ is a finite alphabet, Q is a finite set of
states, Q0 ⊆ Q is a set of initial states, α ⊆ Q is a set of accepting states,
δ ⊆ Q × Σ × Q is a transition relation, val : δ → Z is a weight function that
assigns to each transition (p, σ, q) ∈ δ a weight val((p, σ, q)) ∈ Z, fval : α → Z
is a final weight function that assigns a final weight1 to every accepting state,
and 1 < λ ∈ N is an integer discounting factor.

The existence of a transition (p, σ, q) ∈ δ means that when A is in state p and
reads the letter σ it can move to state q. If there exists q such that (p, σ, q) ∈ δ,
we say that p has a σ-transition. If p does not have a σ-transition, that means
that when in state p and reading the letter σ, A’s run cannot continue.

Consider a word w = w1 · · ·wn ∈ Σ∗. A run of A on w is a sequence of
states ρ = ρ0, ρ1, . . . , ρn such that ρ0 ∈ Q0 and (ρi−1, wi, ρi) ∈ δ for every
1 ≤ i ≤ n. The run is accepting if ρn ∈ α. The weight of ρ is the discounted sum
val(ρ) = Σn−1

i=0 λ−ival(ρi, wi+1, ρi+1).
The value of w by A, denoted A∗(w), is min{val(ρ) + λ−nfval(ρn) | ρ =

ρ0, . . . , ρn is an accepting run on w}, that is, the minimal weight of a run on w
including final weights, or ∞ if no such run exists. Two NDAs A,B are equivalent
if A∗(w) = B∗(w) for every w ∈ Σ∗.

We say that A is deterministic (DDA, for short) if |Q0| = 1 and {q ∈
Q|(p, σ, q) ∈ δ} ≤ 1 for every p ∈ Q, σ ∈ Σ. Note that if A is deterministic
then for every word there is at most one run starting in each state. For a DDA
we define the partial function δ∗ : Q × Σ∗ ↪→ Q such that δ∗(q, w) is the final
state in the run on w starting in q, if such a run exists. We say that an NDA A
is determinizable if it has an equivalent DDA.

It will also be useful to consider non-accepting runs and runs that start and
end in specific states of A. For sets of states P, P ′ ⊆ Q we define A[P→P ′](w)
to be the weight of a minimal run of A on w from some state in P to some
state in P ′. Similarly, A[P→fP ′](w) is the minimal weight of an accepting run
including final weights. When P or P ′ is a singleton {p} we omit the parenthesis.
When P = Q0 and P ′ = Q (or α, for the setting of including final weights) we
omit the sets and write e.g., A(w) instead of A[Q0→Q](w), and A∗(w) instead of
A[Q0→fα](w). Under these notations, if a run does not exist, the assigned value
is ∞. For the remainder of the paper, fix an integral NDA A.

1 In some works, the weights are assumed to be rational. For determinizability we
can assume all weights are integers, since we can always multiply every weight by a
common denominator.
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3 Gaps and Separation of Runs

In this section we lay down the basic definitions we use throughout the paper,
concerning the ways several runs on the same word accumulate different weights.

Denote by mA the maximal absolute value of a weight of a transition or a final
weight in A. Recall that the geometric sum (for λ > 1) satisfies

∑∞
i=0 λ

−i = λ
1−λ .

Therefore, λ
λ−1mA is an upper bound on |val(ρ)| for any run ρ. Indeed, we have

|val(ρ0, . . . , ρn)| = |Σn−1
i=0 λ−ival(ρi, wi+1, ρi+1)| ≤ Σn−1

i=0 λ−imA <
λ

λ− 1
mA

Clearly, the same bound holds when including final weights.
Let M = 2 λ

λ−1mA, then for every two runs ρ1, ρ2 we have |val(ρ1) −
val(ρ2)| < λ

λ−1mA − (− λ
λ−1mA) = M. The constant M is central in our study

of gaps between runs.
Consider a word w ∈ Σ∗. The run attaining the minimal value A∗(w) might

not be minimal while reading prefixes of w. The gap between the value of an
eventually-minimal run and minimal runs on prefixes of w is central to char-
acterizing determinizability of NDAs [6]. This gap is captured by the following
definition.

Definition 1 (Recoverable gap). Consider words w, z ∈ Σ∗ and states
qu, ql ∈ Q. the tuple (w, qu, ql) is called a recoverable gap with respect to z,
or simply a recoverable gap, if the following hold:

1. A[Q0→ql](w) ≤ A[Q0→qu](w), and
2. A[Q0→qu](w) + λ−|w|A[qu→fα](z) = A∗(wz) < ∞.

Intuitively, in a recoverable gap (w, qu, ql) there are runs ρ1 and ρ2 of A on
w that end in qu and ql, respectively, where ρ1 attains a higher value than ρ2,
but there is a suffix z that “recovers” this gap: when reading z from qu starting
with weight val(ρ1), the resulting minimal run including final weight attains the
minimal value of a run of A on w · z. This is depicted in Figure 2.

For a recoverable gap (w, qu, ql) we define gap(w, qu, ql) = λ|w|(A[Q0→qu](w)−
A[Q0→ql](w)). The normalizing factor λ|w| eliminates the effect of the length of
w on the gap, allowing us to study gaps independently of the length of their
corresponding words.

While gaps refer to two distinct runs, we sometimes need a more global view
of gaps. To this end, we lift the definition to all the reachable states, as follows.

Definition 2 (n-separation). For a word w and n ∈ N, we say that w has the
n-separation property if there exists a partition of Q into two non-empty sets of
states U,L such that the following holds:
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We say that A has finitely/infinitely many recoverable gaps if the set
{gap(w, qu, ql) | w ∈ Σ∗, qu, ql ∈ Q} is finite/infinite, respectively. Note that
since A is integral, λ|w|(A[Q0→qu](w) − A[Q0→ql](w)) is always an integer and so
the existence of infinitely many recoverable gaps is equivalent to the existence
of unboundedly large recoverable gaps.



w z

qu

ρu1

ρu2

ql

ρl1

ρl2

Fig. 2: The run ρl1, ending in state ql, is the minimal run of A on w. The higher
run ρu1 is the minimal run on w that ends in state qu, thus creating a gap
between qu and ql. However, the concatenation ρu1 · ρu2 is the minimal run on the
concatenated word wz, while the concatenation ρl1 · ρl2, where ρl2 is the minimal
run on z starting in ql, is not smaller. Therefore, the gap is recoverable. Note
that here the final weights are zero.

1. For every qu ∈ U and ql ∈ L, λ|w|(A[Q0→qu](w)−A[Q0→ql](w)) > n.
2. There exist qu ∈ U and z ∈ Σ∗ such that for every ql ∈ L, (w, qu, ql) is a

recoverable gap with respect to z.

We sometimes explicitly specify that w has the n-separation property with re-
spect to (U,L, qu), or with respect to (U,L, qu, z). If there exists w with the
n-separation property, we say that A has the n-separation property.

See Figure 3 for a depiction of n-separation.

4 Determinizability of Integral NDAs is Decidable –
Proof Overview

Recall that our goal is to show the decidability of the determinization problem.
As showed in [6], determinizability is closely related to recoverable gaps. More

precisely, a DDA D that “attempts” to be equivalent to A must keep track of all
the relevant runs of A. If two runs end in the same state, it is clearly enough to
track only the minimal one. However, this may still require keeping track of runs
that attain unboundedly high values (when normalized). Therefore, in order for
D to be finite, it must discard information on runs that get too high. The main
issue is whether we can give a bound above which runs are no longer relevant.

For complete integral NDAs, there are always finitely many recoverable gaps,
and this is used to show that complete NDAs are always determinizable [6]. For
a general integral NDA A, we similarly show in Section 5 that if there are only
finitely many recoverable gaps, then A is determinizable.

There are now two main challenges: First, to show that if A has infinitely
many recoverable gaps, then it is not determinizable, and second, that it is
decidable whether A has finitely many recoverable gaps.
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w z

q1 ×
q2

q4

q3

> n

Fig. 3: Depicted are minimal runs of an NDA on a word w that end in each of
four states, q1, q2, q3, q4, and minimal runs on z starting in each of them. The
run from q1 (lowest) “gets stuck”, i.e., such a run from q1 on z does not exist.
The states are partitioned into two sets L = {q1, q2} and U = {q3, q4}, with a
gap larger than n between them after reading w; additionally, one of the upper
runs then becomes minimal after reading z, since each of the lower runs either
ends higher or “gets stuck”. This means that the word w has the n-separation
property with respect to (U,L, q3, z).

We start by showing in Section 6.1 that we can compute a bound N such
that A has infinitely many recoverable gaps if and only if it has a recoverable
gap larger than N . Next, in Section 6.2, we show that the existence of a gap
larger than N is also equivalent to some word having the N -separation property.

We then turn to exhibit a small-model property on witnesses for N -separation.
Specifically, we show in Section 7 that if there exist w, z such that w has the N -
separation property with respect to (U,L, qu, z), then we can bound the length
of the shortest w, z.

Using the above, we obtain the decidability of whether A has infinitely many
recoverable gaps. In addition, we use these results to prove (in Lemma 11) that
if A has infinitely many recoverable gaps, then it is not determinizable. This
allows us to conclude the decidability of determinization in Theorem 1.

Conceptually, our approach can be viewed as a “standard” one when treat-
ing determinization of quantitative models, in the sense that considering gaps
between runs generally characterizes when a deterministic equivalent exists [16,
2]. The crux is showing that this condition is decidable. To this end, our work
greatly differs from other works on weighted automata in that we establish the
decidability of the condition. Technically, this involves careful analysis of the
behaviours of runs under discounting.
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5 Finitely Many Recoverable Gaps Imply
Determinizability

The main result of this section is an adaptation of the determinization techniques
in [6] from complete to general automata. While the construction itself is similar,
the correctness proof requires finer analysis. We remark that in the case that A
is a complete NDA and all final weights are zero, the construction obtains a
complete DDA with all final weights zero, thus generalizing the result in [6].

Lemma 1. If an NDA A has finitely many recoverable gaps, then it is deter-
minizable.

Proof. Let A = (Σ,Q,Q0, α, δ, val, fval, λ) be an NDA with finitely many re-
coverable gaps. We construct a DDA D = (Σ,QD, {v0}, αD, δD, valD, fvalD, λ)
that is equivalent to A.

Since A has finitely many recoverable gaps, there exists a bound B ∈ N on the
size of those gaps. The states of D are then QD = {0, . . . , B,∞}Q. Intuitively,
a run of D tracks, for each q ∈ Q, the gap between the minimal run of A on
w ending in q and the minimal run on w overall. When this gap becomes too
large to be recoverable, the states corresponding to the higher run are assigned
∞. For v ∈ QD and q ∈ Q, we denote by (vq) the entry in v corresponding to q.

The initial state is therefore (v0)q =

{
0 q ∈ Q0

∞ q /∈ Q0

, assigning for each q ∈ Q the

weight of the minimal run of A on the empty word ending in q.
We now turn to define δD. Intuitively, when taking a transition, D D first

updates the vector entry of every state with the value of the minimal run on
the new word ending in it, using the values specified in the last vector. Then,
if the minimal entry is not 0, the entries are shifted so that it becomes 0, and
the value subtracted from every entry is assigned to the transition weight. Fi-
nally, the entries are all multiplied by λ to account for the word length. Thus,
the actual value of the minimal run is exactly the value attained by D, and
the vector entries correctly represent the normalized gaps. The construction is
demonstrated in Figure 4. Formally:

– For every v ∈ QD, and for every σ ∈ Σ such that there exists q ∈ Q with
vq < ∞ and q has a σ-transition, define u ∈ {0, . . . , B,∞}Q as follows.
• Define the intermediate vector u′: For every q ∈ Q, u′

q = minq′∈Q(vq′ +
val(q′, σ, q)), where val(q′, σ, q) is regarded as ∞ if (q′, σ, q) /∈ δ.

• Define r = minq∈Q u′
q, the offset of the vector from 0. Note that r is

finite due to the requirement that there exists q ∈ Q with vq < ∞ and q
has a σ-transition.

• For every q ∈ Q, uq =

{
λ(u′

q − r) λ(u′
q − r) ≤ B

∞ otherwise
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Where ∞ is handled using the standard semantics. Note that u ∈ {0, . . . , B,∞}Q
as A is integral. The manipulations done on the intermediate vector u′

q

when defining uq should be viewed as normalization – first subtracting r



so that the gap represented by uq is with respect to the minimal run overall
over w; then multiplying by λ to account for the length of w. Note that
the subtraction of r also implies that minq∈Q uq = 0, as is expected since
minq∈Q A[Q0→q](w) = A(w).

– We now introduce the transition (v, σ, u) ∈ δD.
– We set valD(v, σ, u) = r. This can be viewed, together with the subtraction

of r from every entry of u′, as transferring the weight from each entry of u′

to the transition.

q0 q1
a, 0

a, 1

b, 0

(a) an NDA A.

0,∞ 2, 0

a, 0

b, 0

b, 2

a, 2

(b) An equivalent DDA D.

Fig. 4: An example of an NDA A (on the left) and the resulting DDA D (on the
right), with λ = 2. The name of each state of D corresponds to a vector whose
first entry tracks q0 and the second q1. We demonstrate the construction using
the a-transition from (2, 0) to itself. First we construct the intermediate vector
u′: (u′)q0 = min(2 + val(q0, a, q0), 0 + val(q1, a, q0)) = min(2 + 1, 0 + ∞) = 3
and (u′)q1 = min(2 + val(q0, a, q1), 0 + val(q1, a, q1)) = min(2 + 0, 0 +∞) = 2,
and so u′ = (3, 2). We then have r = 2, which is assigned to the weight of the
transition, and u = 2(3− 2, 2− 2) = (2, 0).

We next define αD and fvalD. We set αD to include every vector v such
that vq < ∞ for some q ∈ α. We note that the construction can be viewed as
a generalization of the standard subset construction, where for a vector v, the
states q that satisfy vq < ∞ represent the states that can be reached by A when
reading w, ignoring those states whose gap is unrecoverable. For v ∈ αD, we
set fvalD(v) = minq∈α(vq + fval(q)). Figure 4 depicts an example for an NDA
and the DDA constructed from it (with no final weights). Note that we do not
yet actually provide an algorithm for constructing D from A, since that requires
computing B.

The correctness of this construction is proved in the full version. ⊓⊔

6 Recoverable Gaps and n-separation

6.1 A Large Gap is Equivalent to Infinitely Many Gaps

In this section we show that the existence of infinitely many recoverable gaps is
characterized by the existence of a (computable) large-enough recoverable gap.
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Consider a run ρ = ρ0 . . . ρn, and recall that val(ρ) is the weight of ρ and
that M = 2 λ

λ−1mA, where mA is the maximal absolute value of a weight of a
transition or a final weight in A. We denote by Γ (ρ) = λnval(ρ) the normalized
“un-discounted” value of ρ. For two runs ρ1, ρ2 on the same word w, we are
interested in the value Γ (ρ1) − Γ (ρ2), as it captures how far the runs are from
each other, in the sense of how difficult it is to recover their gap. We claim that
if two runs get too far from each other, the gap between them from that point on
can only increase. Intuitively, this is because at each step the value is multiplied
by λ, and so beyond a certain gap size, this multiplication separates the runs
further even if their added values pull them closer before multiplying by λ.

In particular, once the gap between ρ1, ρ2 is larger than M, concatenating
any runs to ρ1, ρ2 can only increase the gap and therefore cannot result in ρ1

“bypassing” ρ2.

Corollary 1. Let ρ1 = ρ10, . . . , ρ
1
n and ρ2 = ρ20, . . . , ρ

2
n be two runs such that

val(ρ1) ≤ val(ρ2). Then for every 0 ≤ i ≤ n, it holds that Γ (ρ10, . . . , ρ
1
i ) −

Γ (ρ20, . . . , ρ
2
i ) ≤ M.

On the other hand, the gap between two runs cannot increase too much within
a small number of steps. We capture the contra-positive of this, by showing that
if two runs reach a large enough gap, then the runs have been far from each
other for a long suffix.

We also need a version of Corollary 1 where the inequality between the
weights of the runs includes final weights. We claim that concatenating any runs
to runs that are far from each other cannot result in the lower run "bypassing"
the upper run, including final weights:

Lemma 4. Let ρu, ρl be two runs of A on w, ending in states qu, ql respec-
tively, such that Γ (ρu) − Γ (ρl) > M. Let ρuf , ρlf be accepting runs on z start-
ing in qu, ql respectively and ending in quf

, qul
respectively. Then val(ρuρuf ) +

λ−|wz|fval(quf
) > val(ρlρlf ) + λ−|wz|fval(qlf ).

In particular, once a gap becomes too large, the only way to recover from it
is if the lower run cannot continue at all.

Lemma 5. Consider a recoverable gap (w, qu, ql) with respect to z such that
gap(w, qu, ql) > M, then A[qu→fα](z) < ∞ and A[ql→fα](z) = ∞.
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Lemma 2. Let ρ1 = ρ10, . . . , ρ
1
n+1 and ρ2 = ρ20, . . . , ρ

2
n+1 be two runs of A, such

that Γ (ρ10, . . . , ρ
1
n)−Γ (ρ20, . . . , ρ

2
n) >M. Then Γ (ρ10, . . . , ρ

1
n+1)−Γ (ρ20, . . . , ρ

2
n+1)>

Γ (ρ10, . . . , ρ
1
n)− Γ (ρ20, . . . , ρ

2
n).

Lemma 3. Consider nsteps, ngap ∈ N, there exists an effectively computable
number N such that for any two runs ρ1 = ρ10, . . . , ρ

1
n and ρ2 = ρ20, . . . , ρ

2
n, if

Γ (ρ1)−Γ (ρ2) > N then n > nsteps and Γ(ρ10, . . . , ρ
1
n−nsteps

)−Γ (ρ20, . . . , ρ
2
n−nsteps

)>
ngap.



Proof. From the second condition in the definition of recoverable gap (Defini-
tion 1), we have A[qu→fα](z) < ∞. Let ρu, ρl be minimal runs on |w| ending in
qu, ql respectively. Assume by way of contradiction that A[ql→fα](z) < ∞, that is,
there exists an accepting run ρl′ on z starting in ql. Let ρu′ be a minimal accept-
ing run on z starting in qu. Since λ|w|(val(ρu)− val(ρl)) = gap(w, qu, ql) > M,
Lemma 4 contradicts the fact that ρ1ρ1′ is a minimal accepting run on wz by
the definition of recoverable gap. ⊓⊔

We can now prove the main result of this section.

Lemma 6. There exists an effectively computable number N (depending on A)
such that A has infinitely many recoverable gaps if and only if there exists a
recoverable gap (w, qu, ql) such that gap(w, qu, ql) > N .

Proof Overview We start with an overview of the more complex direction –
the existence of a large recoverable gap implies the existence of infinitely many
recoverable gaps. Assume that (w, qu, ql) is a large recoverable gap with respect
to z. We consider two minimal runs ρqu , ρql on w ending in qu and ql, respectively.
These two runs end “far” from each other, so we can use Lemma 3 to claim that
for a large enough N , they have already been far from each other for a while.
Specifically, for the last nsteps steps the gap between the runs was at least ngap
for some large nsteps, ngap that we choose to fit our needs.

We now look for two indices i < j among the last nsteps indices of w such that
pumping the infix of w between i and j generates words that induce unboundedly
large recoverable gaps. To do so, we choose nsteps such that Q can be partitioned
into two sets of states – an upper set U and a lower set L, that are far from
each other and "separate" the runs ρqu , ρql at step i. In particular, pumping the
infix does not interleave the runs, and maintains the growing gap. The above is
depicted in Figure 5. We require the following properties:

1. Every two runs on the prefix w1 · · ·wi of w ending in U and in L, respectively,
that are minimal runs ending in their respective states, are far enough from
each other to satisfy the condition of Lemma 2;

2. Every run on w that is minimal among the runs ending in qu has to visit U
at the i’th step;

3. Every run on w that is minimal among the runs ending in ql has to visit L
at the i’th step;

As we show, finding such a partition is possible by choosing ngap = (|Q| − 1)M.
Next, we show that in fact, U and L induce a certain separation of the run

trees emanating from them on the pumped words. Specifically, we show that:

(i) There exist runs of A on the pumped words (denoted w(∗)) ending in qu, ql.
(ii) Every run on w(∗) (ending in any state) that is a prefix of a minimal run

on w(∗)z has to visit U at the i’th step. That is, a variant of Condition (2),
where instead of qu we consider any state p reached after reading w(∗) along
a minimal run on w(∗)z.
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i j
β1 x (Pumped infix) β2

L

q2

U

q1

> M

qlq2

quq1
p

×

Fig. 5: At step i of A’s run on w, the states are partitioned into an upper set
U and a lower set L that are separated by a large gap. The runs ρqu , ρql visit
U,L respectively, meaning the gap between them can only grow after step i. The
indices i, j are chosen such that both runs ρqu , ρql repeat states and the sets
of ancestors Ancq(i),Ancq(j) are identical for each q ∈ Q. The state p, which
is visited after reading a pumped word w(∗) by a minimal run on w(∗)z, is not
reachable from L on any of the pumped suffixes.

(iii) Condition (3) above holds not only for w but for the pumped words w(∗) as
well.

Note that (ii) and (iii) imply that runs on w(∗) also induce a recoverable gap.
From this, it follows from Condition 1 and Lemma 2 that the pumped words

induce unboundedly large recoverable gaps.
In order to ensure (i), we require nsteps ≥ |Q|2 (which is the length of the

“large gaps” suffix) such that both runs ρqu , ρql must repeat their pair of respec-
tive states at some indices i, j. Consequently, the runs ρqu , ρql can be pumped
to achieve the desired runs.

To ensure (ii), it follows from Corollary 1 and the fact that ρqu is a prefix
of a minimal run on wz that any state p reached along a run on w(∗)z after
reading w(∗) is not reachable from L when reading wi+1 · · ·w|w|, and we want to
ensure that p is not reachable from L when reading the pumped suffix as well.
For that, for each state q and for each index of w we consider the set of states
Ancq(i) from which q is reachable when reading the respective suffix (from index
i), called the ancestors of q at index i, and it is enough to require that for each
state q this set is identical for indices i and j. This, in turn, requires to increase
nsteps by a factor of 2|Q|2 . Combined with the previous requirement on i, j, we
choose nsteps = |Q|22|Q|2 .

Finally, for condition (3) in (iii), we use the fact that there exists a run
ending in ql that visits L at the i’th step (namely the pumped run) and apply
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Corollary 1. Indeed, any run that does not visit L at the i’th step must visit
U instead, and by Corollary 1 and the gap between U and L, it must be larger
than the run we have that visits L and therefore not minimal. ⊓⊔

Proof (of Lemma 6). Consider runs ρ10, . . . , ρ1n and ρ20, . . . , ρ
2
n. From Lemma 3, we

can effectively compute N such that if Γ (ρ10, . . . , ρ
1
n)− Γ (ρ20, . . . , ρ

2
n) > N , then

n > |Q|22|Q|2 and Γ (ρ10, . . . , ρ
1
n−|Q|22|Q|2 )−Γ (ρ20, . . . , ρ

2
n−|Q|22|Q|2 ) > (|Q|−1)M.

– For every q ∈ Q, Ancq(i) = Ancq(j),
– ρqui = ρquj and ρqli = ρqlj .

Write w = β1xβ2 where β1 = w1 · · ·wi, x = wi+1 · · ·wj and β2 = wj+1 · · ·w|w|.
We now turn to show that by pumping x, we can obtain unboundedly large re-
coverable gaps.

Let k ∈ N. We can easily show that β1x
kβ2 induces unboundedly large gaps

between qu and ql, but that would not be sufficient: We also need those gaps
to be recoverable with respect to z, that is, the minimal run on β1x

kβ2z has to
visit qu after reading β1x

kβ2. However, this is not necessarily true: It can visit a
different state, and we need to show that that state is also far enough from ql. The
runs ρqu0 . . . ρqui (ρqui+1 . . . ρ

qu
j )kρquj+1 . . . ρ

qu
|w| and ρql0 . . . ρqli (ρ

ql
i+1 . . . ρ

ql
j )

kρqlj+1 . . . ρ
ql
|w|

are runs on β1x
kβ2 ending in qu, ql respectively. In particular, since there exists

a run on z starting in qu, we have that A has a run on β1x
kβ2z. Let ρ be minimal

among those runs, and let qmink
be the state ρ visits after reading β1x

kβ2. Let
ρqmink

,k, ρql,k be runs on β1x
kβ2 that are minimal among the runs ending in

qmink
, ql respectively. Note that ρqmink

,k can be obtained as a prefix of ρ, since
ρ is minimal. Then we have gap(β1x

kβ2, qmink
, ql) = Γ (ρqmink

,k)− Γ (ρql,k), and
it remains to show that Γ (ρqmink

,k) − Γ (ρql,k) can get unboundedly large for a
large enough k.

We already know that the runs ρqu , ρql are far enough from each other at
their i’th step to satisfy the condition of Lemma 2, and we want to show that
the same is true for ρqmink

,k, ρql,k.
To do so, we intuitively show that after reading β1, the runs ρqu , ρql have

become so far apart that they now stem from disjoint sets of states with a large
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Assume that (w, qu, ql) is a recoverable gap with respect to z and gap(w, qu, ql) >
N . Let ρqu = ρqu0 . . . ρqu|w| be a run on w ending in qu that is minimal among the
runs on w ending in qu, and similarly ρql = ρql0 . . . ρql|w| for ql. Since these runs are
minimal runs ending in their respective states, it holds that Γ (ρqu) − Γ (ρql) =

gap(w, qu, ql) > N , and so we have |w| > |Q|22|Q|2 and Γ (ρ10, . . . , ρ
1
|w|−|Q|22|Q|2 )−

Γ (ρ20, . . . , ρ
2
|w|−|Q|22|Q|2 ) > (|Q| − 1)M.

For every q ∈ Q and 1 ≤ i ≤ |w|, letAnc q(i) = {q′∈ Q | A[q′→q](wi+1 · · · w|w|)<

∞} be the set of ancestors of q at step i, i.e., states from which q is reachable
when reading the input wi+1, · · · , w|w|. By the pigeonhole principle there exist
|w| − |Q|22|Q|2 ≤ i < j ≤ |w| such that



gap between them. Formally, consider the sets

U ′ = {q ∈ Q | there exists a run ρ on w with val(ρ) = A[Q0→qu](w) and ρi = q}
L′ = {q ∈ Q | there exists a run ρ on w with val(ρ) = A[Q0→ql](w) and ρi = q}

That is, U ′ (resp. L′) is the set of states that appear at step i in a minimal run
to qu (resp. ql). For every q ∈ Q, let v(q) = λiA[Q0→q](β1) be the “undiscounted”
value of a minimal run of A on β1 ending in q. Then, from Lemma 3 and the
constants we chose, for every q′u ∈ U ′, q′l ∈ L′ we have v(q′u)−v(q′l) > (|Q|−1)M.

In particular, there is a partition of Q into two sets U,L such that U ′ ⊆
U,L′ ⊆ L and v(p) − v(q) > M for every p ∈ U and q ∈ L. Indeed, otherwise
the maximal gap between two states is less than (|Q|−1)M. We next show that
(i) ρ

qmink
,k

i ∈ U , and (ii) ρql,ki ∈ L.
For (i), we note that A[L→qmink

](xβ2) = ∞: Otherwise, since A[qmink
→fα](z) <

∞, there exists an accepting run on wz that visits L after reading β1 and qmink

after reading w. By Lemma 4, such a run must be of lower weight than any run
that visits U after reading β1, in contradiction to the fact that ρqu is a prefix of
a minimal run on wz by the definition of recoverable gap. Since Ancqmink

(i) =

Ancqmink
(j), we also have that A[L→qmink

](x
kβ2) = ∞. In particular, ρqmink

,k

i ∈
U .

For (ii), the run ρql0 . . . ρqli (ρ
ql
i+1 . . . ρ

ql
j )

kρqlj+1 . . . ρ
ql
|w| satisfies ρqli ∈ L (since it

is in L′), and in particular A[L→ql](x
kβ2) < ∞. By Corollary 1, any run whose

i’th state is in U results in a higher weight than any run whose i’th state is in
L, and so since ρql,k is minimal we have ρql,ki ∈ L.

It remains to show that the runs ρqmink
,k, ρql,k, being far from each other at

the i’th step, get unboundedly far from each other as k increases. Let fu, fl :
{i, i+ 1, . . .} → N be defined as follows:

– fu(i) = minq∈U v(q)
– For m ≥ i, fu(m+ 1) = λ(fu(m)−mA)
– fl(i) = maxq∈L v(q)
– For m ≥ i, fl(m+ 1) = λ(fl(m) +mA)

Intuitively, fu (resp. fl) represents a lower (resp. upper) bound on the "undis-
counted" weight of runs visiting U (resp. L) in their i’th step. That is, for every
m ≥ i we have Γ (ρ

qmink
,k

0 . . . ρ
qmink

,k
m ) ≥ fu(m), and Γ (ρql,k0 . . . ρql,km ) ≤ fl(m).

Additionally, fu(i) − fl(i) > M and so the function fu(m) − fl(m) increases
with m. Thus, for every M ∈ N, taking a large enough k, we can obtain
Γ (ρqmink

,k) − Γ (ρql,k) ≥ fu(|β1x
kβ2|) − fl(|β1x

kβ2|) > M . This concludes the
proof that if A has a large recoverable gap, then it has infinitely many recoverable
gaps.

For the converse direction, assume A has infinitely many recoverable gaps.
Since A is integral, the term λ|w|(A[Q0→p](w)−A[Q0→q](w)) is always an integer,
therefore infinitely many recoverable gaps imply the existence of unboundedly
large recoverable gaps, and in particular one larger than N . ⊓⊔
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Remark 1. Following the arguments in the proofs of Lemmas 3 and 6, the number
N provided by Lemma 6 equals λ|Q|22|Q|2

((|Q| − 1)M − M) + M. We denote
this value by N .

6.2 A Large Gap is Equivalent to Separation

Recall that a gap refers to minimal runs that end in two specific states, but
ignores the remaining states (to an extent). A more “holistic” view of gaps is
via separations (Definition 2). In this section we show that the two views are
equivalent, and that both characterize when A has infinitely many gaps.

Lemma 7. A has a recoverable gap larger than N if and only if A has the
N -separation property.

Proof. Assume that A has a recoverable gap larger than N . By Lemma 6, there
exist unboundedly large recoverable gaps, and in particular there exists a recov-
erable gap (w, qu, ql) with gap(w, qu, ql) > (|Q| − 1)N .

Intuitively, when ordering the states by the weight of the minimal run that
reaches each state, such a gap implies a gap of at least N between two successive
states, leading to the desired partition. We then claim that the sets are separated
by the same suffix z that separates the states from the original gap.

Write Q = {q1, . . . , q|Q|} such that A[Q0→q1](w) ≤ . . . ≤ A[Q0→q|Q|](w) (recall
that if there is no run on w ending in q, then A[Q0→q](w) = ∞), and let il < iu
be indices such that ql = qil , qu = qiu . Then there exists j ∈ {il, . . . , iu−1}
such that A[Q0→qj+1](w) − A[Q0→qj ](w) > N . Let U = {qj+1, . . . , q|Q|} and
L = {q1, . . . , qj}. Then for every q′u ∈ U, q′l ∈ L we have λ|w|(A[Q0→q′u]

(w) −
A[Q0→q′l]

(w)) > N .
Consider z ∈ Σ∗ such that the gap (w, qu, ql) is recoverable with respect to

z. Note that N > M, and so it follows from Lemma 4 that A[q′l→fα](z) = ∞
for every q′l ∈ L. Indeed, if A had a run on z starting in q′l, concatenating it to
a minimal run on w ending in q′l would result in a run of lower weight than any
run on wz that visits qu after reading w, contradicting the fact that (w, qu, ql)
is a recoverable gap. Additionally, it follows from (w, qu, ql) being a recoverable
gap that there exists a minimal run on wz that visits qu after reading w. Then
(w, qu, q

′
l) is a recoverable gap with respect to z, and so w has the N -separation

property with respect to (U,L, qu, z).
For the converse direction, assume that w has the N -separation property with

respect to some (U,L, qu, z). In particular, A[Q0→qu](w)+λ−|w|A[qu→fα](z) < ∞.
Let q′u ∈ U be such that A[Q0→q′u]

(w) + λ−|w|A[q′u→fα](z) is minimal. Let some
q′l ∈ L. Then (w, q′u, q

′
l) is a recoverable gap with respect to z, and it is larger

than N , as needed. ⊓⊔

7 Bounding the Witnesses for Separation

In Section 6 we show that A has infinitely many recoverable gaps if and only if
there exists a word w with the N -separation property. Expanding Definition 2,
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this happens if and only if there exist a partition of Q into two sets U,L and
there exist words w, z that “separate” U from L. In this section we can bound
the length of such minimal w, z. We start with w (see the full version for the
detailed proof).

Lemma 8. Let C = λ
λ−1 (N|Q| + 2mA). Assume that w has the N -separation

property for some w ∈ Σ∗. Then there exists w′ such that w′ has the N -
separation property and |w′| ≤ (C + 2)|Q|.

Proof (Sketch). Assume that w has the N -separation property with respect to
(U,L, qu, z).

We start by using an identical construction to that of Lemma 1, with bound
C, in order to define a sequence of vectors v0, . . . , v|w| with vi ∈ {0, . . . , C,∞}Q
for every 0 ≤ i ≤ |w| that, intuitively, keep track of the runs of A on w, as
follows.

– For every q ∈ Q set (v0)q =

{
0 q ∈ Q0

∞ otherwise
– For every i > 0, q ∈ Q let v′i,q = minq′∈Q((vi−1)q′ + val(q′, wi, q)), where

val(q′, σ, q) is regarded as ∞ if (q′, σ, q) /∈ δ (the v′i,q are “intermediate”
values).

– For every i > 0 let ri = minq∈Q v′i,q (the ri are the offset of the vector from
0).

– For every i > 0, q ∈ Q set (vi)q =

{
λ(v′i,q − ri) λ(v′i,j − ri) ≤ C

∞ otherwise

Recall that intuitively, (vi) tracks, for each q ∈ Q, the gap between the
minimal run on w1 · · ·wi ending in q and the minimal run on this prefix overall.
When this gap becomes large enough that recovering from it implies the existence
of N -separation, it is denoted ∞.

Denote the normalized difference λi(A[Q0→q](w1 · · ·wi) − A(w1 · · ·wi)) by
∆q,i(w). It is easy to show that vi keeps the correct weight of runs whose gap
from the minimal one remains always under C. However, if a gap of a run goes
over C but then comes back down, then vi no longer tracks it correctly. To
account for this, we claim that since w has the N -separation property, for every
q, i at least one of the following must hold:

– (vi)q =

{
∆q,i(w) ∆q,i(w) ≤ C

∞ otherwise
.

– There exists i′ < i such that w1 · · ·wi′ has the N -separation property.

That is, either vi tracks the runs correctly, or there is some shorter prefix that
already has the N -separation property.

The proof is by induction on i, with the only problematic case arising when
(vi−1)q′ = ∞, and so the information about the exact value of the gap repre-
sented by (vi−1)q′ is gone. We consider the normalization value ri (i.e., the offset
of the minimal run from 0): if ri is small, then the gap represented by (vi)q is
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still very large, and we show that marking it as ∞ is sound. Otherwise, if ri is
large, then the above gap might indeed be wrongly marked as ∞. However, we
show that in this case, ri is so large that we can actually obtain an N -separation
property “below” ri, using a shorter witness. More precisely:

– If (vi−1)q′ = ∞ and ri ≤ C λ−1
λ − mA, then since (vi−1)q′ = ∞, we have

(vi)q = ∞. It remains to show that λi(A[Q0→q](w1 · · ·wi)−A(w1 · · ·wi)) >
C. Indeed,

λi(A[Q0→q](w1 · · ·wi)−A(w1 · · ·wi))

≥λi(A[Q0→q′](w1 · · ·wi−1)−A(w1 · · ·wi−1)− (mA + ri) · λ−(i−1))

=λ(λi−1(A[Q0→q′](w1 · · ·wi−1)−A(w1 · · ·wi−1))− ri −mA)

>λ(C − (C
λ− 1

λ
−mA)−mA) = λ(λ−1C +mA −mA) > C

where the first transition follows by observing that when reading wi, in the
worst case, the weight of a specific run can decrease by λ−(i−1)mA, and the
overall weight of the word can increase by λ−(i−1)ri.

– ri > C λ−1
λ − mA. This is only possible if for every ql such that (vi−1)ql <

C λ−1
λ − 2mA = N|Q|, ql has no wi-transition. Let L′′ = {ql ∈ Q | (vi−1)ql <

N|Q|}. Write Q = q1, . . . , q|Q| such that (vi−1)q1 ≤ . . . ≤ (vi−1)q|Q| , and so
L′′ = {q1, . . . , q|L′′|}. Since w has the N -separation property, in particular
A has a run on w and so L′′ ⊊ Q. Then, there exists 1 ≤ r ≤ |L′′| such
that (vi−1)qr+1 − (vi−1)qr > N . Let U ′ = {qr+1, . . . , q|Q|}, L′ = {q1, . . . , qr},
and note that for every q′l ∈ L′, q′l has no wi-transition. For every q′l ∈
L′, q′u ∈ U ′, we have λi−1(A[Q0→q′u]

(w1 · · ·wi−1) − A[Q0→q′l]
(w1 · · ·wi−1) =

(vi−1)q′u − (vi−1)q′l > N . Let q′u ∈ U ′ be such that A[Q0→q′u]
(w1 · · ·wi−1) +

λ−(i−1)A[q′u→fα](wi) is minimal. Then for every q′l ∈ L′, (w1 · · ·wi−1, q
′
u, q

′
l)

is a recoverable gap with respect to wi, and so w1 · · ·wi−1 has the N -
separation property with respect to (U ′, L′, q′u, wi), and we are done.

Now, it remains to show that if |w| > (C + 2)|Q|, there exists w′ such that
|w′| < |w| and w′ has the N -separation property.

To this end, we use the induction hypothesis and the pigeonhole principle
to remove an infix of w, and argue that the resulting word w′ also has the N -
separation property with respect to some (U ′, L′, q′u): Either all of the minimal
runs ending in the states of L have values far enough (below) of C, in which case
U ′, L′ can be chosen to be U,L respectively; or some state of L attains a high
value, in which case there must be a large gap between two consecutive states of
L, and the resulting lower set can be chosen as L′. As for q′u, it is simply enough
to consider the state in U ′ that the minimal run on w′z visits after reading w′

(see the full version for the details). ⊓⊔

Next, we give a bound on the length of the minimal separating suffix z from
Definition 2. Recall that by Lemma 5, a large gap can only be recoverable if the
smaller runs cannot continue at all. Following that, we can now limit the search

Determinization of Integral Discounted-Sum Automata is Decidable 207



to suffixes that separate runs in a Boolean sense (i.e., making one accept and
another reject). This yields a bound from standard arguments about Boolean
automata, as follows.

Lemma 9. Consider a word w that has the N -separation property with respect
to (U,L, qu, z). Then there exists z′ such that w has the N -separation property
with respect to (U,L, qu, z

′) and |z′| ≤ 22|Q|.

8 Determinizability of Integral NDAs is Decidable

In this section we establish the decidability of determinization. To this end, we
start by completing the characterization of determinizable NDAs by means of
gaps, and then use the results from previous sections to conclude the decidability
of this characterization.

Recall that in Lemma 1 we show that finitely many recoverable gaps imply
determinizability. In this section we show the converse, thus completing the char-
acterization of determinizable integral NDAs as exactly those that have finitely
many recoverable gaps.

We first need the following lemma which is proved in [6, Lemma 5].

Lemma 10. Consider an NDA A for which there is an equivalent DDA D. If
there is a state q of A and words w,w′, z such that:

– A has runs on w and w′ ending in q;
– gap(w, q, p) ̸= gap(w′, q, p′), where p, p′ are the last states of some minimal

runs of A on w,w′ respectively;
– both gaps (w, q, p) and (w′, q, p′) are recoverable with respect to z;

then the runs of D on w and w′ end in different states.

We now show the converse of Lemma 1.

Lemma 11. If an NDA A has infinitely many recoverable gaps, it is not deter-
minizable.

Proof. Assume by way of contradiction that A has an equivalent DDA D and
infinitely many recoverable gaps. For every q ∈ Q, let

Gq = {w | A has a recoverable gap of the form (w, q, p) for some p}

Since Q is finite and A has infinitely many recoverable gaps, there exists q ∈ Q
such that Gq is infinite. By Lemma 9, there is a finite collection Z of words
such that every recoverable gap is recoverable with respect to some word in
Z. Therefore there exist z ∈ Z and an infinite subset G′

q ⊆ Gq such that for
every w ∈ G′

q, the gap (w, q, p) is recoverable with respect to z for some p. By
Lemma 10, for every two words w,w′ ∈ G′

q, the runs of D on w and w′ end in
different states, in contradiction to the fact that D has finitely many states. ⊓⊔
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Consider an NDA A. By Lemmas 1, 6 to 9 and 11 we have that A has an
equivalent DDA if and only if for every w, z such that |w| ≤ ( λ

λ−1 (N|Q|+2mA)+

2)|Q| and |z| ≤ 22|Q|, it holds that w does not have the N -separation property
with respect to (U,L, qu, z) for every U,L, qu. Since the latter condition can be
checked by traversing finitely many words and simulating the runs of A on each
of them, we can conclude our main result.

Theorem 1. The problem of whether an integral NDA has a deterministic equiv-
alent is decidable.

Remark 2 (Complexity of Determinization). Using the bounds on w, z, one can
guess w, z on-the-fly, while keeping track of the weights of minimal runs to all
states, discarding those that go above C as per Lemma 8, to check whether A has
the N -separation property. Since N is double exponential in the size of A, this
procedure can be done in NEXPSPACE = EXPSPACE. Thus, determinizability
is in EXPSPACE. For a lower bound, determinizability is also PSPACE− hard by
a standard reduction from NFA universality. Tightening this gap is left open.
Note that for lowering the upper bound, we would need a refined application of
the pigeonhole principle in Lemma 6, which seems somewhat out of reach for
the pumping argument. Conversely, for increasing the lower bound, we would
need to show that using discounting we can somehow force a double-exponential
blowup in determinization. While this might be within reach, no such example
are known for e.g., tropical weighted automata, suggesting that this may be very
difficult.

Acknowledgments The authors thank Guy Raveh for fruitful discussion re-
garding Lemma 3.
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Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.
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