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Abstract. The classic metaphyseal lesion (CML) is a distinct injury
that is highly specific for infant abuse. It commonly occurs in the distal
tibia. To aid radiologists detect these subtle fractures, we need to de-
velop a model that can flag abnormal distal tibial radiographs (i.e. those
with CMLs). Unfortunately, the development of such a model requires
a large and diverse training database, which is often not available. To
address this limitation, we propose a novel generative model for data
augmentation. Unlike previous models that fail to generate data that
span the diverse radiographic appearance of the distal tibial CML, our
proposed masked conditional diffusion model (MaC-DM) not only gener-
ates realistic-appearing and wide-ranging synthetic images of the distal
tibial radiographs with and without CMLs, it also generates their associ-
ated segmentation labels. To achieve these tasks, MaC-DM combines the
weighted segmentation masks of the tibias and the CML fracture sites as
additional conditions for classifier guidance. The augmented images from
our model improved the performances of ResNet-34 in classifying normal
radiographs and those with CMLs. Further, the augmented images and
their associated segmentation masks enhanced the performance of the
U-Net in labeling areas of the CMLs on distal tibial radiographs.
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1 Introduction

Child abuse constitutes a major public health problem, with 9.2/1000 chil-
dren abused per year [15]. Infants (<1-year-old) are particularly vulnerable to
abuse, and constitute 42% of children who die from inflicted injuries [I5]. One
highly specific fracture for infant abuse is the classic metaphyseal lesion (CML)
[1BIT421]. The CML is a unique injury characterized by a fracture plane that
courses along the long bone metaphysis [TTIT2/T3/24]. These CMLs can occur in
any of the long bones, but the distal tibia is one of the most common sites. CML
poses a diagnostic challenge to radiologists due to its variable and frequently
subtle radiographic appearances. We need to develop a computer algorithm that
can automatically flag potentially abnormal radiographs (i.e. those with CML
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fractures) for special attention during customary radiologic assessment. Unfor-
tunately, the development of such a model requires a large and diverse training
database, which is not available even at large pediatric centers. To address this
limitation, a generative model for data augmentation is required.

To generate synthetic training data, we typically employ traditional deep
learning generative models such as generative adversarial networks (GANs) [4/5/9].
However, these models, such as CycleGAN [26], can be difficult to train and may
generate low-quality and repetitive images when trained with limited datasets
[20]. Recently, a new generative model called denoising diffusion probabilistic
model (DDPM) was shown to be more effective in generating realistic synthetic
images and has a more straightforward training process [2]. It has demonstrated
utility in data augmentation for brain tumor detection [25], MR image denoising
[17], and image generation [I0]. One major advantage of DDPM is its ability to
incorporate conditional information, including class labels, to generate high qual-
ity conditional images [2]. However, current DDPM-based methods [TOIT7I25] are
not applicable for our particular problem of CML fracture detection. Inspired
by the conditional DDPM that utilizes conditional mask images as additional
inputs for image inpainting [I8], we propose a novel mask conditional diffusion
model (MaC-DM) that incorporates weighted segmentation masks of the tibias
and the CML fractures as priors in generating realistic and diverse synthetic
radiographic images of distal tibia with and without CMLs.

We aim to perform binary classification to categorize distal tibial radiographs
as either normal or abnormal. To improve the performance of the baseline classifi-
cation model trained with limited clinical data, we used our proposed MaC-DM
for data augmentation. To highlight the added value of this methodology as
a data augmenter, we compared our methodology to other common generative
models. In addition to generating synthetic images, our proposed model produces
masks of the CML fracture sites, which can be used as additional augmented
dataset to train a segmentation algorithm in labeling areas of the CMLs in the
distal tibial radiographs. In essence, our contributions are three-folds. One, we
developed a new generative diffusion model which utilizes both class labels and
segmentation masks as conditions to generate realistic and diverse normal and
abnormal radiographic images. Two, the segmentation mask obtained from our
generative model can be used to improve the segmentation of the CML fracture
region, which is beneficial for verification of automated classification. Three, this
is the first application of generative diffusion models to augment a CML database
to improve the diagnosis of infant abuse.

2 Methods

In this paper, we propose a new generative model for data augmentation of ra-
diographic images called MaC-DM. This model consists of two stages: 1) training
the denoising network, and 2) sampling or generation of new data by integrating
the conditional information (Fig. 1). In the first stage, we train two different
diffusion models using radiographic images, their associated conditional infor-
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mation in the form of their binary class labels (CML fracture versus normal),
and their segmentation masks (for both the distal tibia and the CML fracture
region). We train one diffusion model to classify noisy CML and normal radio-
graphs, which we use for classifier guidance during sampling; and train another
diffusion model to remove noise from the noisy images, which we compute after
adding noise to the training dataset. In the second stage, we use the trained
diffusion model with classifier guidance to generate 1) synthetic radiographs of
the distal tibia, and 2) their corresponding tibial and CML segmentation masks.

2.1 Diffusion model

DDPM is a special type of generative model designed to transform a Gaussian
distribution to an empirical one [8/T6]. It is embodied by a forward and a reverse
process. In particular, given a data sample z¢ ~ ¢(z), the forward process grad-
ually adds small amounts of noise to the input data from time steps ¢t =0 to T,
according to a pre-determined noise schedule, as described by the following:

q(xelzi—1) = Nz /1 = Brai—1, Bed) (1)

where z; and (; represent the noisy image and the noise variance at time step t,
respectively; with the noisy image z; described by z; = /a2 ++/1 — &€ where
ar =1— ¢ and ay = Hthl ay. In contrast, in the reverse process, we generate
samples of the denoised image as follows:

po(xi—1]xt) = N(x¢—1; pro(x¢, 1), 07 1) (2)

where pg(X¢, t) is the mean value learned by DDPM, and 021 is the fixed variance.

Typically, the sampling process of DDPM is slow due to the large number of
time steps required for denoising. To speedup this process, we use the denoising
diffusion implicit model (DDIM) for sampling acceleration [22]. To train our
model for denoising, we employ the following loss functional [§]:

L =Eo1,1)a.e: € = co(ze,D)]13] (3)

where € ~ N(0, ), and €y is the learned diffusion model.

2.2 Image generation via conditional diffusion model

Classifier guidance It is desirable for a diffusion model to generate synthetic
images with specific attributes such as explicit class labels or with certain prop-
erties. This can be accomplished by injecting conditional information into the
diffusion model. To enable this attractive feature, Dhariwal et al. [2] trained
a classifier using noisy images and used the gradient of the classifier to guide
the diffusion model. In particular, given the conditional label y for a diffusion
model €y, they constructed a modified score function by integrating p(y|x;), the
posterior distribution for classification. This modified score function is given by

V., log(pe(x:)pg (yI%t)) = Va, log pe(xt) + Ve, log pg (y]x:) (4)
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Fig. 1. Algorithmic structure of the MaC-DM, which consists of two stages. In the first
stage, noise is gradually added to both training images and masks (forward process).
Two separate networks are then trained: one for classification and another for denoising
(reverse process). In the second stage, a new synthetic image and its associated masks
are sampled from MaC-DM based on the input image from the real dataset and by
incorporating mask-based condition along with classifier guidance.

where V, logpg(xt) = — \/11—7@69(37'5)' Then, the predicted noise obtained from
classifier-guided model becomes € (z¢) = €g(2+)—/1 — gV, log pe (y|x¢), where
V., logps(y|x:) is the gradient of the classifier, and g is a weighting factor to
adjust the relative strengths of the gradient for classifier guidance.

Masked conditional classifier guidance Training a conditional diffusion
model with simple class labels (e.g. CML versus normal) may not be sufficient
to characterize the geometry of the distal tibia, such as the bone shape and
the CML fracture pattern. This stems from the large shape variation of the
distal tibia and the CML fracture. To address this deficiency, we explicitly in-
troduce the bone shape and fracture region into the diffusion model by injecting
two different segmentation masks as conditions. Motivated by previous work
[18], we introduced the image conditions by channel-wise concatenation of the
conditional images. Specifically, we derive the input of the diffusion model as
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I, = concat(wix, woby, wzey) where x¢, by, and ¢; are the noisy real image, the
tibia segmentation mask, and the CML fracture segmentation mask at time step
t, respectively; and wq, wo, w3 are the weighting factors that balance the relative
contributions of the various input channels. To capture the prominent features
of the CML for data generation, we trained another diffusion model with mask
conditions as input for classifier guidance. By substituting I; into equation (4),
the new score function of our mask conditional diffusion model with classifier
guidance is given by Vi, log(pe(I1)pe(y|l:)) = Vi, logpe(Ii) + Vi, log pe(y|ly).
With the two different segmentation masks as conditions to the diffusion model,
the overall loss function of our proposed method becomes:

Liotal = Econo,n[lle — €o(wim, waby, wace, t)I3] (5)

where €y is the trained diffusion model. To improve the sampling speed, we
adopted a hybrid loss objective for training with the weighted sum of Liotal +
ALy in [I6]. We set a relatively smaller scaling weights to the two segmentation
masks with w; = 1.0, we = 0.8 and w3 = 0.8. Empirically, we found that larger
weights of the segmentation masks reduced the image reconstruction quality.

Image-to-image translation for data generation After training a classifier
and a denoising diffusion model with mask conditions, we utilized the proposed
MaC-DM for image-to-image translation, when given a class condition K, where
K € {0,1} (i.e., normal or CML). As there are disproportionately more normal
radiographs than CML ones in our training datasets, we only used the normal
radiographs of the distal tibia as inputs for image translation (i.e. we translated
normal-to-CML and normal-to-normal radiographs). This approach generated
more augmented CML images to address the class imbalance problem for binary
classification. To preserve the overall structure of the tibia during the denoising
process, we only used a noisy image x; from an intermediate time step Z, where
Z < T for image generation.

3 Experiments

Datasets We curated two different datasets of the distal tibial radiograph over
two distinct time periods. The primary dataset consisted of 178 normal radio-
graphs and 74 with CMLs (2009-2021). The secondary dataset consisted of 45
normal radiographs and 8 with CMLs (2006-2008 and 2021-2022). Given that
these radiographs were obtained over such a long period of time, different X-ray
imaging techniques and imaging systems were utilized, resulting in varying image
contrast and resolution. This existential image heterogeneity is expected, and un-
derscores the importance of having an algorithm that generalizes to radiographs
of differing image qualities. The original 10241024 gray-scale radiographs were
cropped to the distal one-fifth of the tibia to focus over the region of concern (see
S.1 in Supplementary Material for details). The resultant images were resized
to 256 x 256 pixels, and normalized to an intensity range of 0 to 1. A radiologist
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vetted these radiographs in establishing the ground truth (i.e. normal versus
CML). Additionally, for each radiograph, the distal tibia and the CML fracture
were manually segmented by a radiologist in establishing the ground truth.

Implementation We trained the DDPM using an improved version of U-Net
architecture [16]. Specifically, we modified this network to have a three-channel
input (gray-scale radiograph, and the weighted distal tibial and CML fracture
segmentation masks). We trained the conditional diffusion model with a batch
size of 5 and 120,000 iterations; and trained the classifier with a batch size of 10
and 150,000 iterations. All the DDPMs were trained using an Adam optimizer,
a learning rate of 1074, and a sampling time step ¢ = 1000. The training process
took approximately 1.5 days using a Quadro RTX 8000 GPU. All networks were
implemented using Pytorch version 1.7.1.

To evaluate the added-value of MaC-DM, we compared the accuracy of five
ResNet-34 [6] binary classifiers. We conducted a 5-fold cross validation (CV)
experiment to evaluate each classifier. The first classifier was trained with the
primary dataset using standard data augmentation (random cropping). To com-
pare our method with other state-of-the-art (SOTA) methods for image-to-image
translation, the rest of the four classifiers were trained with augmented data (N =
472, with 188 real and 284 augmented synthetic data) generated from CycleGAN
[26], AttentionGAN [23], the baseline diffusion models without mask conditions
[2], and our proposed MaC-DM. For MaC-DM and baseline diffusion models,
we utilized the DDIM to generate synthetic CML and normal radiographs using
normal real radiographs from the primary training dataset as input. To evalu-
ate the generalizability of these classifiers, we employed the trained ResNet that
achieved the highest validation performance during the 5-fold CV experiment,
and applied it to the secondary dataset (which has a different distribution than
the primary dataset used in the 5-fold CV).

We evaluated the utility of the CML segmentation mask generated by MaC-
DM in two manners. First, we leveraged MaC-DM to generate synthetic CML
radiographs and their corresponding tibial and CML segmentation masks, using
80% of radiographs from the primary dataset as input. We then trained a U-
Net model [19] for CML segmentation using a combination of real and synthetic
CML images/masks. We evaluated the segmentation performance using the re-
maining 20% of the primary data for testing. Second, to objectively evaluate
the image quality in terms of fidelity and diversity [2], we computed the Fréchet
inception distance (FID) [7] to compare the data distribution between the real
images (primary dataset) and the synthetic images generated from normal-to-
CML translation task in the 5-fold CV.

4 Results and Discussion

The weighting factors related to the segmentation masks of tibia we and CML
fractures ws, as defined in equation (5), are important hyperparameters that
affect the quality of the synthetic images. To optimize these, we initially set the
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Fig. 2. The distal tibial CML image and its associated tibial and CML segmentation
masks are shown in the first three frames. The normal distal tibial image and its
associated tibial and CML segmentation masks are shown in the last three frames.

noise level Z to 600 and the gradient scale for classifier guidance g to 100. Next,
we trained our MaC-DM on the primary dataset using various combinations of
wy and wsg, ranging from 0.2 to 1.0. We then applied the normal-to-CML image
translation task to all normal images in the secondary dataset. A blinded radi-
ologist graded the image quality of the generated images for each combination
of weights, assigning a score of 1 for excellent image quality and 0 otherwise.
In this parametric study, ws=0.8 and w3=0.8 received the highest summation
scores. Using a similar approach, we identified the optimal noise level of Z=800
and the scale of g=300 for classifier guidance.

Based on our 5-fold CV experiment, our proposed data augmentation method
outperformed the other four methods in classifying CML radiographs from nor-
mal ones, in terms of accuracy, sensitivity, and specificity (Table . When
trained on the primary dataset, the proposed MaC-DM achieved the highest ac-
curacy and sensitivity when tested on the secondary dataset, indicating improved
generalizability. Of note, although the baseline DDPM method had a slightly
better specificity on the secondary dataset than ours (93.3% versus 91.1%), its
sensitivity (62.5% versus 87.5%) was much lower. Fig. |3 shows that the images
produced by other generative methods have blurry bony margins and often con-
tained artifacts, whereas the augmented images from MaC-DM showed uncanny
realism.

Table [2| (top) summarized the CML segmentation results via U-Net. The
augmented images and their corresponding synthetic segmentation masks gen-
erated by MaC-DM improved the segmentation performance of U-Net. Surpris-
ingly, even when training solely on the synthetic images and their generated
segmentation masks, MaC-DM was able to improve the U-Net’s segmentation
performance. These findings suggest that the synthetic images and their segmen-
tation labels produced by MaC-DM are valuable in enhancing the performance
of CML segmentation, at no additional labeling cost. In the case of normal-to-
CML image translation, MaC-DM achieved an FID of 89.87 (Table [2f (bottom)),
outperforming other SOTA methods. Our small training dataset likely hindered
other SOTA methods from generating quality synthetic images as it typically
requires large datasets for training. These results highlight the importance of
our method in synthesizing realistic CML images from a small training dataset.
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Fig. 3. Example images and segmentation masks generated by MaC-DM, in compar-
ison to images from other generative models. A radiologist checked the quality of the
images and concluded that MaC-DM generated more realistic and higher quality CML
images than other generative models. In addition, MaC-DM generated tibial and CML
segmentation masks without any additional costs.

Table 1. Performance summary of the five classifiers in terms of accuracy, sensitivity,
and specificity. The 5-fold CV experiment was conducted using the primary dataset,
while independent testing was conducted using the secondary dataset.

5-fold cross validation

ResNet + ResNet + ResNet +
Method  |ResNet CycleGAN[26] |AttentionGAN|[23] | DDPM w/o mask|2] Ours
Accuracy [93.00% (95.20% 94.00% 96.00% 96.40%
Sensitivity|88.00% [90.71% 90.36% 88.90% 90.73%
Specificity [96.00% [97.11% 95.48% 98.84% 98.84%

Independent testing

ResNet + ResNet + ResNet +
Method | ResNet CycleGAN|[26] | AttentionGAN|[23] | DDPM w/o mask|2] Ours
Accuracy [84.90% [84.90% 86.80% 88.67% 90.60%
Sensitivity|75.00%(62.5% 62.50% 62.50% 87.50%
Specificity [86.67% [88.90% 91.10% 93.33% 91.10%

Table 2. Performance summary of the segmentation results based on mean dice score
(top). The image quality evaluation results were based on FID score (bottom).

Segmentation evaluation
Method (U-Net)|Real images|Augmented images|Real + augmented images
Dice coefficient [0.74£0.03 [0.83+0.05 0.85+0.04
FID score evaluation (lower is better)
Method CycleGAN|26] |AttentionGAN|[23] | DDPM w/o mask|2]|Ours
FID score 165.33 139.30 99.71 89.87

5 Conclusions

We proposed a novel data augmentation method for CML fracture classification
and segmentation. OQur proposed method overcame the limitations of previous
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techniques in generating diverse radiographic images of distal tibial CML and
produced realistic synthetic images with associated segmentation labels. This
method has the potential to improve the accuracy and robustness of machine
learning models for the diagnosis of infant abuse.
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