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Preface

The papers in this volume were presented at the 15th International Symposium
on Stabilization, Safety, and Security of Distributed Systems (SSS), held during
November 13–16, 2013, in Osaka, Japan.

SSS is an international forum for researchers and practitioners working on the
design and development of distributed systems with self-* properties: (classical)
self-stabilizing, self-configuring, self-organizing, self-managing, self-repairing, self-
healing, self-optimizing, self-adaptive, and self-protecting. Research in distributed
systems is now at a crucial point in its evolution, marked by the importance of
dynamic systems such as peer-to-peer networks, large-scale wireless sensor net-
works, mobile ad hoc networks, cloud computing, robotic networks, etc. More-
over, new applications such as grid and Web services, banking and e-commerce,
e-health and robotics, aerospace and avionics, automotive, industrial process
control, etc. have joined the traditional applications of distributed systems.

The theory of self-stabilization has been enriched in the last 30 years by
high-quality research contributions in the areas of algorithmic techniques, formal
methodologies, model theoretic issues, and composition techniques. All these
areas are essential to the understanding and maintenance of self-* properties in
fault-tolerant distributed systems.

This year the program was organized into several tracks reflecting most top-
ics related to self-* systems. The tracks were: (1) Self-Stabilization, (2) Fault-
Tolerance and Dependability, (3) Formal Methods and Distributed Systems, (4)
Ad Hoc, Sensors, Mobile Agents and Robot Networks, and (5) P2P, Social, Self-
Organizing, Autonomic and Opportunisitic Networks.

We received 68 submissions from 20 countries. Each submission was reviewed
by at least three Program Committee members with the help of external re-
viewers. Out of the 68 submissions, 23 papers were selected as regular papers,
and 12 papers were accepted as brief announcements. Among the 23 regular pa-
pers, we considered two papers for special awards. The best paper award was
given to Heger Arfaoui, Pierre Fraigniaud, and Andrzej Pelc for “Local Decision
and Verification with Bounded-Size Outputs,” and the best student paper award
was given to Fabienne Carrier, Ajoy K. Datta, Stéphane Devismes, Lawrence L.
Larmore, and Yvan Rivierre for “Self-Stabilizing (f,g)-Alliances with Safe Con-
vergence.” This year, we were very fortunate to have two distinguished tutorial
speakers, Onur Altintas (Toyota InfoTechnology Center) and Shlomi Dolev (Ben-
Gurion University of the Negev), and two distinguished keynote speakers, Kazuo
Iwano (Mitsubishi Corporation) and Michel Raynal (Institut Universitaire de
France and IRISA, Université de Rennes 1).

On behalf of the Program Committee, we would like to thank all the authors
who submitted their work to SSS. We sincerely acknowledge the tremendous
time and effort the program track chairs and the Program Committee members
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invested in the symposium. We are also grateful to the external reviewers for
their valuable and insightful comments and to EasyChair for tremendously sim-
plifying the review process and the generation of the proceedings. We also thank
the Steering Committee members for their valuable advice and the Organizing
Committee members for their time and effort to ensure a successful meeting.
Finally, we greatly appreciate the support from the Graduate School of Infor-
mation Science and Technology at Osaka University, and the Support Center for
Advanced Telecommunications Technology Research (SCAT).

November 2013 Maria Gradinariu Potop-Butucaru
Teruo Higashino

Toshimitsu Masuzawa
Masafumi Yamashita
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Stéphane Devismes University of Grenoble, France
Emmanuel Godard Aix-Marseille University, France
Ted Herman University of Iowa, USA
Taisuke Izumi Nagoya Institute of Technology, Japan
Colette Johnen University of Bordeaux, France
Sayaka Kamei Hiroshima University, Japan
Jun Kiniwa University of Hyogo, Japan
Mikhail Nesterenko Kent State University, USA
Fukuhito Ooshita Osaka University, Japan
Riko Jacob ETH Zurich, Switzerland
Stefan Schmid TU Berlin and Telekom Innovation

Laboratories, Germany
Mordo Shalom Tel-Hai College, Israel
Josef Widder Technische Universität Wien, Austria
Yukiko Yamauchi Kyushu University, Japan
Shmuel Zaks Technion, Israel

Fault-Tolerance and Dependability
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Tutorial on Vehicular Networking

Onur Altintas

Toyota InfoTechnology Center

6-6-20 Akasaka, Minato-ku, Tokyo Japan 107-0052

Abstract. Vehicular networking serves as one of the most important
enabling technologies required to implement a myriad of applications re-
lated to vehicles, vehicle traffic, drivers, passengers and pedestrians. In
this tutorial we will look into applications and use cases of vehicular net-
working with select examples from US, Europe and Japan. We will follow
by looking into the requirements of applications ranging from safety to
infotainment. Next we will cover some of the deployment plans and field
tests around the world. System level approaches and a brief comparison
of V2V, V2R, V2I communications will be given, followed by an overview
of the standardization activities. We will provide a comparison of IEEE
802.11p/WAVE, ETSI (Europe) and Japan (ARIB) standards. Before
concluding, we will take a glimpse at the recently emerging reality of
electric vehicles and issues surrounding them. Finally we will conclude
with open issues that require further research.



Practically Stabilizing and Secure Replicated

State Machines
(Tutorial Abstract)

Shlomi Dolev

Department of Computer Science,
Ben-Gurion University of the Negev, Beer-Sheva, Israel

dolev@cs.bgu.ac.il

The tutorial focuses in two paradigms for reliable and secure distributed com-
putation using multi-party computation. Replicated state machine and secure
multi-party commutation. Recent results in self-stabilizing replicated state ma-
chine and in communicationless multi-party computation will be described.

Practically Stabilizing Replicated State Machine. Replicated state ma-
chines are used in practice to overcome faults in distributed systems. The Chubby,
ZooKeeper (see e.g., [2]) that are used by Google and Yahoo are based on dis-
tributed implementation of replicated state machine. Other data centers also use
the repeated consensus abstraction achieved by distributed algorithms such as
Paxos [23]. Paxos ensures safety, namely, when a step is distributively selected
(from a set of proposed steps) to be executed by a machine, all the other active
machines will (eventually) execute this step too. Liveness is conditional (as [22]
proved that asynchronous consensus does not exist) to the synchrony level encap-
sulated by the definition of an unreliable failure detection distributed algorithm
[5]. The unreliable failure detector tries to exploit heuristics on the relative speed
of responsiveness of machines to give (unreliable) hints on the machine that are
suspected to be failed. The hints are used by a quorum of active machines to
safely decide and proceed in implementing the common abstract state machine.
The abstract state machine is distributively implemented by the machines using
their replicas.

Chubby, ZooKeeper and in fact Paxos start in a consistent initial configura-
tion and preserve consistency (in particular safety properties) by arguing that
machines take actions according to the program (algorithm) and proving that
these actions preserve consistency. Unfortunately, such a time-lined proof is very
fragile in distributed systems, as unpredictable faults can temporarily cause the
system configuration to be in inconsistent state, possibly caused by: accepting
messages that are corrupted (while the error correcting code attached to them did
not identify them as such), electricity spikes, single event upsets and crosstalks
that flip the value of bits, and in fact any temporal violation of the assump-
tions made by the system designer [24, 7, 15, 6]. Self-stabilization is a property
of systems, a property that ensures convergence to the desired behavior from
any arbitrary configuration, where a configuration is described by a cartesian
product of values, an arbitrary value to each variable in the system. The system
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is proven to have an attractor, which is the desired behavior. Thus, the fragility
of the proof thread of claims becomes robust, even when unexpected (illegal) set
of actions are taken, the system converges to the desired behavior following the
undesired actions. Note that there exist systems that tolerate Byzantine faults
[4], where even malicious actions of a subset of the machines is tolerated, and in
particular errors in their programs. Here too the system consistency is still pre-
served by the correctly acting machines, and the correctness proof is inductive,
starting from a consistent state and preserving consistency when taking steps,
rather than being, attracted from any configuration to converge (here in the
presence of the Byzantine participants) to behave as desired [21]. Such systems
are (still) too expensive to be widely used as the communication and complexity
overhead is costly.

One important ingredient of the replicated state machine is the use of a
sequence number for the steps. The sequence number is practically unbounded
which encapsulate the fact that when the system starts with sequence number
0 it will take more than the life time of the system to exhaust the sequence
number. Recently a line of works in the scope of self-stabilization, argue that it
is sufficient to ensure that a self-stabilizing system converges to exhibit the de-
sired behavior for such a practically unbounded executions as well. As compared
with the original non-stabilizing specifications the system acts correctly “only”
for practically infinite period (say “only” for one million years). In some sense
the practically stabilizing notion can be viewed as an extension of the pseudo-
stabilizing notion where the number of divergences from the desired behavior in
an infinite execution is bounded, whereas in practically stabilizing systems the
scope is almost or practically infinite execution rather than strictly infinite. In
the pseudo stabilizing case the pigeon hole principle ensures an infinite execution
with no divergence from the desired behavior, while in the case of practically sta-
bilization, the pigeon hole principle ensures the existence of practically infinite
execution in which the system does not diverge from the desired behavior [16, 1,
3]. In addition we have to recall that the assumption of fault-free infinite suffix
in which the system stabilizes is only an abstraction, as the system should con-
verge in every long enough fault-free period. Finally, self-stabilizing replicated
state machines have been considered in different scopes using different techniques
in [14, 10, 18, 20, 9, 8].

Communicationless Practically Unbounded Secure Multi Party Com-
putation. Decomposing automaton into several automata such that the original
automaton operations are encoded in the operations of the new automata is the
approach that will be described. Now the settings is different as every machine re-
ceives (secret shares of) the same (streaming) inputs, and a secure computation
should be carried by the machines, optimally without revealing any informa-
tion to the participating machines. The motivation comes from cloud computing
where a user would not like to reveal neither the data nor the processing to the
cloud machines, while still using their storage and computation power.
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Consider an input sequences that is (at least, practically) infinite. One chal-
lenge we have is to cope with a split of inputs, such that no information is
revealed from the input received by a subset of the automaton portions. An-
other related challenge is to allow the adversary to record the state and inputs
of a subset of the automaton portions for a finite or preferably infinite sequences.
Additional challenge is to overcome corruptions in several automaton portions.
At last proactive security issues are inherent consideration for systems with un-
bounded computation length.

The tutorial summarizes several recent works in which a dealer wants to
delegate a computation to processes in the cloud by sending them a stream
of inputs. The dealer is able to harvest the result by collecting the states of
the processes at any given time, while processes have limited or no information
concerning the current state of the computation. In particular the following
solutions will be described:

– Reactive secret sharing, that changes the secret according to unbounded
sequence of common inputs, where no communication among the (dynamic
set of) participants is allowed, a fully secure solution for simple functions
but somewhat non perfectly secure solution for any function [19].

– Dynamic online multiparty computation, in which a dynamic group of par-
ticipants that should not know the sequence of inputs they process nor the
program computed. The solution is based on a secret share based implemen-
tation of oblivious Turing machine [11].

– Infinite execution with no communication among the participants where the
input is revealed to all participants. We prove that any automaton can be
executed without revealing any information concerning the current state of
the automaton. The construction is based on Krohn-Rhodes decomposition
technique. Using pseudo random sequence, we present a simpler efficient
technique for securing the current state of the automaton [12, 13].

– Computation of a class of automata and in particular automata for general
string matching, in which both the inputs and the state are information
theoretically secure [17].
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Recursion. Recursion is a powerful algorithmic technique that consists in solv-
ing a problem of some size (where the size of the problem is measured by the
number of its input data) by reducing it to problems of smaller size, and proceed-
ing the same way until we arrive at basic problems that can be solved directly.
This algorithmic strategy is often capture by the Latin terms“divide ut imperes”.

Recursive algorithms are often simple and elegant. Moreover, they favor
invariant-based reasoning, and their time complexity can be naturally captured
by recurrence equations. In a few words, recursion is a fundamental concept ad-
dressed in all textbooks devoted to sequential programming (e.g., [5, 7, 10] to cite
a few). It is also important to say that, among the strong associations linking
data structures and control structures, recursion is particularly well suited to
trees and more generally to graph traversal [5].

Recursive algorithms are also used since a long time in parallel programming.
In this case, parallel recursive algorithms are mainly extensions of sequential re-
cursive algorithms, which exploit data independence. Simple examples of such
algorithms are the parallel versions of the quicksort and mergesort sequential
algorithms.

Recursion and distributed computing. In the domain of distributed com-
puting, the first (to our knowledge) recursive algorithm that has been proposed
is the algorithm solving the Byzantine general problem [9]. This algorithm is a
message-passing synchronous algorithm. Its formulation is relatively simple and
elegant, but it took time to understand its deep nature.

Similarly to parallelism, recursion has been used in distributed algorithms
to exploit data independence or provide time-efficient implementations of data
structures. As an example, the distributed implementation of a store-collect ob-
ject described in [2] uses a recursive algorithm to obtain an efficient tree traversal,
which provides an efficient adaptive distributed implementation.

Capture the essence of distributed computing. The aim of real-time com-
puting is to ensure that no deadline is missed, while the aim of parallelism is to
allow applications to be efficient (crucial issues in parallel computing are related
to job partitioning –flow graphs– and scheduling). Differently, when considering
distributed computing, the main issue lies in mastering the uncertainty created
by the multiplicity and the geographical dispersion of computing entities, their
asynchrony and the possibility of failures.
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At some abstract level and from a “fundamentalist” point of view, such a
distributed context is captured by the notion of a task, namely, the definition of
a distributed computing unit which capture the essence of distributed comput-
ing [8]. Tasks are the distributed counterpart of mathematical functions encoun-
tered in sequential computing (where some of them are computable while others
are not).

The talk: recursive algorithms for computable tasks. This invited talk
is on the design of recursive algorithms that compute tasks. A seminal related
work can be found in [6]. It appears that, for each process participating to a task,
the recursion parameter x is not related to the size of a data structure but to
the number of processes that the invoking process perceives as participating to
the task computation. In a very interesting way, it follows from this feature that
it is possible to design a general recursion pattern, which can be appropriately
instantiated for particular tasks.

When designing such a pattern, the main technical difficulty come from the
fact that processes may run concurrently, and, at any time, distinct processes can
be executing at the same recursion level or at different recursion levels. To cope
with such an issue, recursion relies on an underlying data structure (basically,
an array of atomic read/write registers) which keeps the current state of each
recursion level.

After having introduced the general recursion pattern, the talk will instantiate
it to solve two tasks, namely, the write-snapshot task [3] and the renaming task [1,
4]. Interestingly, the first instantiation of the pattern is based on a notion of linear
time (there is single sequence of recursive calls, and each participating process
executes a prefix of it), while the second instantiation is based on a notion of
branching time (when considering the recursion tree, a process executes a prefix
of a single branch, while the whole set of branches captures all the possible
process execution paths).

In addition to its methodological dimension related to the new use of recur-
sion in a distributed setting, the talk has a pedagogical flavor in the sense that
it focuses on and explains fundamental notions of distributed computing. Hence,
an aim of this talk is to provide the reader with a better view of the nature
of fault-tolerant distributed recursion when the processes are concurrent, asyn-
chronous, prone to crash failures, and communicate through read/write registers.

Where to find the technical content. The technical content of this invited
talk can be found in [12], and in Chapters 8 and 9 of [13]. A topological perspec-
tive of distributed recursion can be found in [11].
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Linearizing Peer-to-Peer Systems with Oracles . . . . . . . . . . . . . . . . . . . . . . . 221
Rizal Mohd Nor, Mikhail Nesterenko, and Sébastien Tixeuil
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