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#### Abstract

We propose a common framework for analysis of a wide class of preferential attachment models, which includes LCD, Buckley-Osthus, Holme-Kim and many others. The class is defined in terms of constraints that are sufficient for the study of the degree distribution and the clustering coefficient. We also consider a particular parameterized model from the class and illustrate the power of our approach as follows. Applying our general results to this model, we show that both the parameter of the power-law degree distribution and the clustering coefficient can be controlled via variation of the model parameters. In particular, the model turns out to be able to reflect realistically these two quantitative characteristics of a real network, thus performing better than previous preferential attachment models. All our theoretical results are illustrated empirically.
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## 1 Introduction

Numerous random graph models have been proposed to reflect and predict important quantitative and topological aspects of growing real-world networks, from Internet and society 11518 to biological networks [2]. Such models are of use in experimental physics, bioinformatics, information retrieval, and data mining. An extensive review can be found elsewhere (e.g., see [15|6]). Though largely successful in capturing key qualitative properties of real-world networks, such models may lack some of their important characteristics.

The simplest characteristic of a vertex in a network is the degree, the number of adjacent edges. Probably the most extensively studied property of networks is their vertex degree distribution. For the majority of studied real-world networks, the portion of vertices with degree $d$ was observed to decrease as $d^{-\gamma}$, usually with $2<\gamma<3$, see [3/5|9|16]. Such networks are often called scale-free.
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#### Abstract

Another important characteristic of networks is their clustering coefficient, a measure capturing the tendency of a network to form clusters, densely interconnected sets of vertices. Various definitions of the clustering coefficient can be found in the literature, see 6] for a discussion on their relationship. We consider the most popular two: the global clustering coefficient and the average local clustering coefficient (see Section 3.3 for definitions). For the majority of studied real-world networks, the average local clustering coefficient varies in the range from 0.01 to 0.8 and does not change much as the network grows [5]. Modeling real-world networks with accurately capturing not only their power-law degree distribution, but also clustering coefficient, has been a challenge.

In order to combine tunable degree distribution and clustering in one model, some authors [20|21] proposed to start with a concrete prior distribution of vertex degrees and clustering and then generate a random graph under such constraints. However, adjusting a model to a particular graph seems to be not generic enough and can be suspected in "overfitting". A more natural approach is to consider a graph as the result of a random process defined by certain reasonable realistic rules guaranteeing the desired properties observed in real networks. Perhaps the most widely studied realization of this approach is preferential attachment. In Section 2, we give a background on previous studies in this field.

In this paper, we propose a new class of preferential attachment random graph models thus generalizing some previous approaches. We study this class theoretically: we prove the power law for the degree distribution and approximate the clustering coefficient. We demonstrate that in preferential attachment graphs two definitions of the clustering coefficient give quite different values. We also propose a concrete parameterized model from our class where both the powerlaw exponent and the clustering coefficient can be tuned. All our theoretical results are illustrated experimentally.

The remainder of the paper is organized as follows. In Section 2, we give a background on previous studies of preferential attachment models. In Section 3 , we propose a definition of a new class of models, and obtain some general results for all models in this class. Then, in Section 4 , we describe one particular model from the proposed class. We demonstrate results obtained for graphs generated in this model in Section 5 . Section 6 concludes the paper.


## 2 Preferential Attachment Random Graph Models

In 1999, Barabási and Albert observed 3 that the degree distribution of the World Wide Web follows the power law with the parameter $\sim 2.1$. As a possible explanation for this phenomenon, they proposed a graph construction stochastic process, which is a Markov chain of graphs, governed by the preferential attachment. At each time step in the process, a new vertex is added to the graph and is joined to $m$ different vertices already existing in the graph chosen with probabilities proportional to their degrees.

Denote by $d_{v}^{n}$ the degree of a vertex $v$ in the growing graph at time $n$. At each step $m$ edges are added, so we have $\sum_{v} d_{v}^{n}=2 m n$. This observation and
the preferential attachment rule imply that

$$
\begin{equation*}
\mathbf{P}\left(d_{v}^{n+1}=d+1 \mid d_{v}^{n}=d\right)=\frac{d}{2 n} \tag{1}
\end{equation*}
$$

where $\mathbf{P}$ denotes the probability of an event. Note that the condition (1) on the attachment probability does not specify the distribution of $m$ vertices to be joined to, in particular their dependence. Therefore, it would be more accurate to say that Barabási and Albert proposed not a single model, but a class of models. As it was shown later, there is a whole range of models that fit the Barabási-Albert description, but possess very different behavior.

Theorem 1 (Bollobás, Riordan [6]). Let $f(n), n \geq 2$, be any integer valued function with $f(2)=0$ and $f(n) \leq f(n+1) \leq f(n)+1$ for every $n \geq 2$, such that $f(n) \rightarrow \infty$ as $n \rightarrow \infty$. Then there is a random graph process $T(n)$ satisfying (1) such that, with probability $1, T(n)$ has exactly $f(n)$ triangles for all sufficiently large $n$.

In [7], Bollobás and Riordan proposed a concrete precisely defined model of the Barabási-Albert type, known as the LCD-model, and proved that for $d<n^{\frac{1}{15}}$, the portion of vertices with degree $d$ asymptotically almost surely obeys the power law with the parameter 3. Recently Grechnikov substantially improved this result 17 and removed the restriction on $d$. It was shown also that the expectation of the global clustering coefficient in the model is asymptotically proportional to $\frac{(\log n)^{2}}{n}$ and therefore tends to zero as the graph grows 6].

One obtains a natural generalization of the LCD-model, requiring the probability of attachment of a new vertex $n+1$ to a vertex $v$ to be proportional to $d_{v}^{n}+m \beta$, where $\beta$ is a constant representing the initial attractiveness of a vertex. Buckley and Osthus [10 proposed a precisely defined model with a nonnegative integer $\beta$. Móri [19 generalized this model to real $\beta>-1$. For both models, the degree distribution was shown to follow the power law with the parameter $3+\beta$ in the range of small degrees. The recent result of Eggemann and Noble [15] implies that the expectation of the global clustering coefficient in the Móri model with $\beta>0$ is asymptotically proportional to $\frac{\log n}{n}$. For $\beta=0$, the Móri model is almost identical to the LCD-model. Therefore the authors of [15] emphasize the confusing difference between clustering coefficients $\left(\frac{(\log n)^{2}}{n}\right.$ versus $\left.\frac{\log n}{n}\right)$.

The main drawback of the described preferential attachment models is unrealistic behavior of the clustering coefficient. In fact, for all discussed models the clustering coefficient tends to zero as a graph grows, while in the real-world networks the clustering coefficient is approximately a constant [5].

A model with asymptotically constant (average local) clustering coefficient was proposed by Holme and Kim [18]. The idea is to mix preferential attachment steps with the steps of triangle formation. This model allows to tune the clustering coefficient by varying the probability of the triangle formation step. However, experiments and empirical analysis show that the degree distribution in this model obeys the power law with the fixed parameter close to 3 , which does not suit most real networks. RAN (random Apollonian network) proposed
in 22 is another interesting example of a Barabási-Albert type model with asymptotically constant (average local) clustering.

There is a variety of other models, not mentioned here, that are also based on the idea of preferential attachment. Analyses of properties of all these models are often very similar. In the next section, we consider theorems aimed at simplifying these analyses and providing a general framework for them. In order to do this, we define a new class of preferential attachment models that generalizes models mentioned above, as well as many others. We also propose a new parameterized model which belongs to this class that allows to tune both the power-law exponent and the clustering coefficient by adjusting the parameters.

## 3 Theoretical Results

In this section, we define a general class of preferential attachment models. For all models in this class we are able to prove the power-law degree distribution. If an additional property is fulfilled, we are able to analyze the behavior of the clustering coefficient as the network grows.

### 3.1 Definition of the $P \boldsymbol{A}$-class

Let $G_{m}^{n}\left(n \geq n_{0}\right)$ be a graph with $n$ vertices $\{1, \ldots, n\}$ and $m n$ edges obtained as a result of the following random graph process. We start at the time $n_{0}$ from an arbitrary graph $G_{m}^{n_{0}}$ with $n_{0}$ vertices and $m n_{0}$ edges. On the $(n+1)$-th step ( $n \geq n_{0}$ ), we make the graph $G_{m}^{n+1}$ from $G_{m}^{n}$ by adding a new vertex $n+1$ and $m$ edges connecting this vertex to some $m$ vertices from the set $\{1, \ldots, n, n+1\}$. Denote by $d_{v}^{n}$ the degree of a vertex $v$ in $G_{m}^{n}$. If for some constants $A$ and $B$ the following conditions are satisfied

$$
\begin{gather*}
\mathbf{P}\left(d_{v}^{n+1}=d_{v}^{n} \mid G_{m}^{n}\right)=1-A \frac{d_{v}^{n}}{n}-B \frac{1}{n}+O\left(\frac{\left(d_{v}^{n}\right)^{2}}{n^{2}}\right), 1 \leq v \leq n  \tag{2}\\
\mathbf{P}\left(d_{v}^{n+1}=d_{v}^{n}+1 \mid G_{m}^{n}\right)=A \frac{d_{v}^{n}}{n}+B \frac{1}{n}+O\left(\frac{\left(d_{v}^{n}\right)^{2}}{n^{2}}\right), 1 \leq v \leq n  \tag{3}\\
\mathbf{P}\left(d_{v}^{n+1}=d_{v}^{n}+j \mid G_{m}^{n}\right)=O\left(\frac{\left(d_{v}^{n}\right)^{2}}{n^{2}}\right), 2 \leq j \leq m, 1 \leq v \leq n  \tag{4}\\
 \tag{5}\\
\mathbf{P}\left(d_{n+1}^{n+1}=m+j\right)=O\left(\frac{1}{n}\right), 1 \leq j \leq m
\end{gather*}
$$

then we say that the random graph process $G_{m}^{n}$ is a model from the $P A$-class. Condition (5) means that the probability to have a self-loop in the added vertex is small. As we will show later, certain minor details of the models from this class, such as whether loops and multiple edges are allowed, are irrelevant.

Since we add $m$ edges at each step, summing up the equalities (3)-(5) (with corresponding coefficients) over all vertices and neglecting error terms we get
$2 m A+B=m$. It is possible to prove that the sum of error terms in this case is 0 , but for simplicity we just set $2 m A+B=m$. Furthermore, we have $0 \leq A \leq 1$ (for (3) we need $m A+B \geq 0$ and we set $2 m A+B=m$, therefore $A \leq 1$ ).

Here we want to emphasize that we indeed defined not a single model but a class of models. Even fixing values of parameters $A$ and $m$ does not specify a concrete procedure for constructing a network. What this definition lacks is the precise description of the distribution of vertices a new incoming vertex is being connected to, and therefore there is a range of models possessing very different properties and satisfying the conditions $2 \sqrt{5}$. For example, the LCD, the Holme-Kim and the RAN models belong to the $P A$-class with $A=1 / 2$ and $B=0$. The Buckley-Osthus (Móri) model also belongs to the $P A$-class with $A=\frac{1}{2+\beta}$ and $B=\frac{m \beta}{2+\beta}$. Another example is considered in detail in Sections 4 and 5 This situation is somewhat similar to that with the definition of the Barabási-Albert models, though our class is wider in a sense that the exponent of the power-law degree distribution is tunable.

In mathematical analysis of network models, there is a tendency to consider only fully and precisely defined models. In contrast, we provide results about general properties for the whole $P A$-class in the next two subsections.

### 3.2 Power Law Degree Distribution

Even though the precise description of the distribution of vertices a new incoming vertex is going to be connected to is not specified, we are still able to describe the degree distribution of the network.

First, we estimate $N_{n}(d)$, the number of vertices with given degree $d$ in $G_{m}^{n}$. We prove the following result on the expectation $\mathrm{E} N_{n}(d)$ of $N_{n}(d)$.

Theorem 2. For every $d \geq m$ we have $\mathrm{E} N_{n}(d)=c(m, d)\left(n+O\left(d^{2+\frac{1}{A}}\right)\right)$, where

$$
c(m, d)=\frac{\Gamma\left(d+\frac{B}{A}\right) \Gamma\left(m+\frac{B+1}{A}\right)}{A \Gamma\left(d+\frac{B+A+1}{A}\right) \Gamma\left(m+\frac{B}{A}\right)} \stackrel{d \rightarrow \infty}{\sim} \frac{\Gamma\left(m+\frac{B+1}{A}\right) d^{-1-\frac{1}{A}}}{A \Gamma\left(m+\frac{B}{A}\right)},
$$

and $\Gamma(x)$ is the gamma function.
Second, we show that the number of vertices with given degree $d$ is highly concentrated around its expectation.

Theorem 3. For every model from the PA-class and for every $d=d(n)$ we have

$$
\mathrm{P}\left(\left|N_{n}(d)-\mathrm{E} N_{n}(d)\right| \geq d \sqrt{n} \log n\right)=O\left(n^{-\log n}\right) .
$$

Therefore, for any $\delta>0$ there exists a function $\varphi(n) \in o(1)$ such that

$$
\lim _{n \rightarrow \infty} \mathrm{P}\left(\exists d \leq n^{\frac{A-\delta}{4 A+2}}:\left|N_{n}(d)-\mathrm{E} N_{n}(d)\right| \geq \varphi(n) \mathrm{E} N_{n}(d)\right)=0 .
$$

These two theorems mean that the degree distribution follows (asymptotically) the power law with the parameter $1+\frac{1}{A}$.

Theorem 2 is proved by induction on $d$ and $n$. It is easy to see that given a graph $G_{m}^{n}$, we can express the conditional expectation of the number of vertices with degree $d$ in $G_{m}^{n+1}$ (i.e., $\left.\mathrm{E}\left(N_{n+1}(d) \mid G_{m}^{n}\right)\right)$ in terms of $N_{n}(d), N_{n}(d-$ $1), \ldots, N_{n}(d-m)$. Here we use the fact that the probability of having an edge between the vertex $n+1$ and a vertex $v$ depends on the degree of $v$ (see (2)). Using the law of total expectation we obtain the recurrent relation for $\mathrm{E} N_{n+1}(d)$ and prove the statement of Theorem 2 by induction.

We use the Azuma-Hoeffding inequality to prove the concentration result of Theorem 3. In order to do this, we consider the martingale $X_{i}(d)=\mathrm{E}\left(N_{n}(d) \mid\right.$ $\left.G_{m}^{i}\right), i=0, \ldots, n$. The complete proofs of these theorems are technical and are placed in Appendix due to space constraints.

### 3.3 Clustering Coefficient

Here we consider the clustering coefficient in models of the $P A$-class. There are two popular definitions of the clustering coefficient. The global clustering coefficient $C_{1}(n)$ is the ratio of three times the number of triangles to the number of pairs of adjacent edges in G. The average local clustering coefficient is defined as follows: $C_{2}(n)=\frac{1}{n} \sum_{i=1}^{n} C(i)$, where $C(i)$ is the local clustering coefficient for a vertex $i$ : $C(i)=\frac{T^{i}}{P_{2}^{i}}$, where $T^{i}$ is the number of edges between neighbors of the vertex $i$ and $P_{2}^{i}$ is the number of pairs of neighbors. Results for some classical preferential attachment models (LCD and Móri) are mentioned in Section 2

Here we generalize these results. First, we study the random variable $P_{2}(n)$ equal to the number of $P_{2}$ 's in a random graph $G_{m}^{n}$ from an arbitrary model that belongs to the PA-class. In the theorems below, we use the following notation. By whp ("with high probability") we mean that for some sequence $A_{n}$ of events, $P\left(A_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$. We say $a_{n} \sim b_{n}$ if $a_{n}=(1+o(1)) b_{n}$, and we say $a_{n} \propto b_{n}$ if $C_{0} b_{n} \leq a_{n} \leq C_{1} b_{n}$ for some constants $C_{0}, C_{1}>0$.

Theorem 4. For every model from the PA-class, we have
(1) if $2 A<1$, then whp $P_{2}(n) \sim\left(2 m(A+B)+\frac{m(m-1)}{2}\right) \frac{n}{1-2 A}$,
(2) if $2 A=1$, then whp $P_{2}(n) \sim\left(2 m(A+B)+\frac{m(m-1)}{2}\right) n \log (n)$,
(3) if $2 A>1$, then for any $\varepsilon>0$ whp $n^{2 A-\varepsilon} \leq P_{2}(n) \leq n^{2 A+\varepsilon}$.

The ideas of the proof of Theorem 4 are given in Appendix. Here it is worth noting that the value $P_{2}(n)$ in scale-free graphs is usually determined by the power-law exponent $\gamma$. Indeed, we have $P_{2}(n)=\sum_{d=1}^{d_{\max }} N_{n}(d) \frac{d(d-1)}{2} \propto$ $\sum_{d=1}^{d_{\text {max }}} n d^{2-\gamma}$, where $d_{\max }$ is the maximum possible degree of a vertex in $G_{m}^{n}$. Therefore if $\gamma>3$, then $P_{2}(n)$ is linear in $n$. However, if $\gamma \leq 3$, then $P_{2}(n)$ is superlinear.

Next, we study the random variable $T(n)$ equal to the number of triangles in $G_{m}^{n}$. Note that in any model from the $P A$-class we have $T(n)=O(n)$ since
at each step we add at most $\frac{m(m-1)}{2}$ triangles. If we combine this fact with the previous observation, we see that if $\gamma \leq 3$, then in any preferential attachment model (in which the out-degree of each vertex equals $m$ ) the global clustering coefficient tends to zero as $n$ grows.

Our aim is to find models with constant clustering coefficient. Let us consider a subclass of the $P A$-class with the following property:

$$
\begin{equation*}
\mathbf{P}\left(d_{i}^{n+1}=d_{i}^{n}+1, d_{j}^{n+1}=d_{j}^{n}+1 \mid G_{m}^{n}\right)=e_{i j} \frac{D}{m n}+O\left(\frac{d_{i}^{n} d_{j}^{n}}{n^{2}}\right) \tag{6}
\end{equation*}
$$

Here $e_{i j}$ is the number of edges between vertices $i$ and $j$ in $G_{m}^{n}$ and $D$ is a positive constant. Note that this property still does not define the correlation between edges completely.

Theorem 5. Let $G_{m}^{n}$ satisfy the condition (6). Then whp $T(n) \sim D n$.
The proof of this theorem is straightforward. The expectation of the number of triangles we add at each step is $D+o(1)$. The fact that the sum of $O\left(\frac{d_{i}^{n} d_{j}^{n}}{n^{2}}\right)$ over all adjacent vertices is $o(1)$ can be shown by induction using the conditions (2 5). It is also possible to first prove that the maximum degree grows as $n^{A}$ and then use this fact to estimate the sum of error terms. Therefore $\mathrm{E} T(n)=D n+o(n)$. The Azuma-Hoeffding inequality can be used to prove concentration.

As a consequence of Theorems 4 and 5, we get the following result on the global clustering coefficient $C_{1}(n)$ of the graph $G_{m}^{n}$.
Theorem 6. Let $G_{m}^{n}$ belong to the PA-class and satisfy the condition (6). Then
(1) If $2 A<1$ then $\boldsymbol{w h p} C_{1}(n) \sim \frac{3(1-2 A) D}{\left(2 m(A+B)+\frac{m(m-1)}{2}\right)}$,
(2) If $2 A=1$ then whp $C_{1}(n) \sim \frac{3 D^{2}}{\left(2 m(A+B)+\frac{m(m-1)}{2}\right) \log n}$,
(3) If $2 A>1$ then for any $\varepsilon>0 \boldsymbol{w h p} n^{1-2 A-\varepsilon^{2}} \leq C_{1}(n) \leq n^{1-2 A+\varepsilon}$.

Theorem 6 shows that in some cases $(2 A \geq 1)$ the global clustering coefficient $C_{1}(n)$ tends to zero as the number of vertices grows. We empirically show in Section 5 that the average local clustering coefficient $C_{2}(n)$ behaves differently.

The theoretical analysis in this case is much harder, but we can easily show why $C_{2}(n)$ does not tend to zero if the condition (6) holds. From Theorems 2 and 3 it follows that whp the number of vertices with degree $m$ in $G_{m}^{n}$ is greater than $c n$ for some positive constant $c$. The expectation of the number of triangles we add at each step is $D+o(1)$. Therefore $\operatorname{whp} C_{2}(n) \geq \frac{1}{n} \sum_{i: \operatorname{deg}(i)=m} C(i) \geq$ $\frac{2 c D}{m(m+1)}$.

In the next section we introduce a concrete nontrivial model from the $P A$ class.

## 4 Polynomial Model

In this section, we consider polynomial random graph models that belong to the general $P A$-class defined above. Applying our theoretical results to polynomial
models, we find the model to be very flexible: one can tune the parameter of the degree distribution and the clustering coefficient.

Definition of Polynomial Model Let us define the polynomial model. As in the random graph process from Subsection 3.1, we construct a graph $G_{m}^{n}$ step by step. On the $(n+1)$-th step the graph $G_{m}^{n+1}$ is made from the graph $G_{m}^{n}$ by adding a new vertex $n+1$ and sequentially drawing $m$ edges (multiple edges and self-loops are allowed).

We say that an edge $i j$ is directed from $i$ to $j$ if $i \geq j$, so the out-degree of each vertex equals $m$. We also say that $i$ and $j$ are respectively source and target ends of $i j$. We consider different approaches to add new edges from the vertex $n+1$. We first choose an edge from the existing graph $G_{m}^{n}$ uniformly and independently at random and then have three options:

- Preferential attachment (PA): draw one edge from $n+1$ to the target end of the chosen edge
- Uniform (U): draw one edge from $n+1$ to the source end of the chosen edge
- Triangle formation (TF): draw two edges from $n+1$ to target and source ends of the chosen edge

Let us now specify how to draw $m$ edges from the vertex $n+1$. Consider a collection of positive parameters $\left\{\alpha_{k, l}\right\}$ for $0 \leq k \leq m / 2$ and $0 \leq l \leq m-2 k$ such that $\sum_{k, l} \alpha_{k, l}=1$, these parameters fully define our model. At the beginning of the $n+1$ step with probabilities $\left\{\alpha_{k, l}\right\}$ we choose some $k=k_{0}$ and $l=l_{0}$, then we draw $l_{0}$ edges using PA, $2 k_{0}$ edges using TF and ( $m-l_{0}-2 k_{0}$ ) edges using $U$. This random graph process defines the polynomial model and from the definition it follows that graphs in this model can be generated in linear time. This model belongs to the $P A$-class. Indeed, one can formally show by simple calculations that the conditions $(2 / 5)$ hold for this model.

At this point the model is defined but let us explain why we call it polynomial. Denote by $\widehat{d_{i}^{n}}=d_{i}^{n}-m$ the in-degree of a vertex $i$ in $G_{m}^{n}$. Let us recall that by $e_{i j}$ we denote the number of edges between vertices $i$ and $j$. For every $k, l$ such that $0 \leq k \leq m / 2$ and $0 \leq l \leq m-2 k$, let $M_{k, l}^{n, m}\left(i_{1}, \ldots, i_{m}\right)=$ $\frac{1}{n^{m-l-2 k}} \prod_{x=1}^{k} \frac{e_{i_{2 x} i_{2 x-1}}}{2 m n} \prod_{y=2 k+1}^{2 k+l} \frac{\widehat{d_{i y}^{n}}}{m n}$. This is a monomial depending on $\widehat{d_{i_{y}}^{n}}$ and $e_{i_{2 x} i_{2 x-1}}$. We define the polynomial $\sum_{k, l} \alpha_{k, l} M_{k, l}^{n, m}\left(i_{1}, \ldots, i_{m}\right)$. It is easy to check that

$$
\begin{align*}
& \mathbf{P}\left(\text { edges } e_{1}, \ldots, e_{m} \text { go to vertices } i_{1}, \ldots, i_{m}, \text { respectively }\right)= \\
& =\sum_{k=0}^{m / 2} \sum_{l=0}^{m-2 k} \alpha_{k, l} M_{k, l}^{n, m}\left(i_{1}, \ldots, i_{m}\right) . \tag{7}
\end{align*}
$$

Many models are special cases of the polynomial model. If we consider the polynomial $\prod_{y=1}^{m} \frac{\widehat{d_{i y}^{n}}+m}{2 m n}$, then we obtain a model that is practically identical to the LCD-model. The Buckley-Osthus model can be also interpreted in terms of the polynomial model.

Properties It is easy to check that the parameters $\alpha_{k, l}$ from (7) and $A$ from (2) are related in the following way:

$$
\begin{equation*}
A=\sum \alpha_{k, l} \frac{l+k}{m} . \tag{8}
\end{equation*}
$$

This means that we can use an arbitrary value of $A \in[0,1]$ and any power-law exponent $\gamma \in(2, \infty)$ in the graph generation. Also note that $D=\sum_{k, l} k \alpha_{k, l}$.

In the next section we analyze experimentally some properties of graphs in the polynomial model. We generate polynomial graphs and compare their properties with theoretical results we obtained.

## 5 Experiments

In this section, we choose a three-parameter model from the family of polynomial graph models defined in Section 4 and analyze the properties of the generated graphs depending on the parameters.

### 5.1 Description of Empirically Studied Polynomial Model

We study empirically graphs in the polynomial model with $m=2 p$ and the probability to draw edges to vertices $i_{1}, \ldots, i_{2 m}$ equals

$$
\prod_{k=1}^{p}\left(\alpha \frac{\widehat{d_{i_{2 k}}^{n}} \widehat{d_{i_{2 k-1}}^{n}}}{(m n)^{2}}+\beta \frac{e_{i_{2 k} i_{2 k-1}}}{2 m n}+\frac{\delta}{(n)^{2}}\right) .
$$

Here we need $\alpha, \beta, \delta \geq 0$ and $\alpha+\beta+\delta=1$, therefore, we have three independent model parameters: $m, \alpha$, and $\beta$. Note that here we write the polynomial in a symmetric form as we ignore the order of edges.

Based on our theoretical results, we have certain expectations about the properties of generated graphs. From (8) we obtain that in this model $A=$ $\alpha+\frac{\beta}{2}, B=m(\delta-\alpha), D=p \beta=\frac{m \beta}{2}$, therefore, due to Theorem 2 and Theorem 6, we get that

$$
\begin{equation*}
C_{1}(n) \sim \frac{3(1-2 \alpha-\beta) \beta}{5 m-1-2(2 m-1)(2 \alpha+\beta)}, \gamma=1+\frac{2}{2 \alpha+\beta} . \tag{9}
\end{equation*}
$$

### 5.2 Empirical Results

Degree Distribution and Clustering Coefficient First, we study two polynomial graphs with $n=10^{7}, m=2$, and $A=0.4$, assigning $\alpha=0.4, \beta=0$ for the first graph and $\alpha=0, \beta=0.8$ for the second one. The observed degree distributions are almost identical and follow the power law with the expected parameter $\gamma=3.5$, see Fig. 11.

For both cases, we also study the behavior of the global and the average local clustering coefficients of generated graphs, 40 samples for each $n=$


Fig. 1. a) The degree distribution of polynomial graphs with $n=10^{7}$ and $m=2$. b) The global clustering coefficient of polynomial graphs with $m=2$ depending on $n$. c) The average local clustering coefficient of polynomial graphs with $m=2$ depending on $n$.
$\left[10^{1+0.06 i}\right], i=0, \ldots, 100$, see Fig. 1 bc. In the first case we observe $C_{1}(n) \rightarrow 0$, $C_{2}(n) \rightarrow 0($ as $\beta=0)$ and in the second case $C_{1}(n) \rightarrow \frac{2}{15}$ (as was expected due to 9 ) and $C_{2}(n) \rightarrow$ const $>0$.

We also generate graphs with $n=10^{6}, m=2$, and varying $A$ (we took $\beta=0.5$ and $\alpha \in(0,0.5)$ ). In other words, we fix the probability of a triangle formation and vary the parameter of the power-law degree distribution. The obtained results are shown in Fig. 22a. The behavior of the clustering coefficients is quite different. If $A$ grows, then $P_{2}(n)$ grows (therefore $\left.C_{1}(n) \rightarrow 0\right)$, the number of vertices with small degrees and hence high local clustering also grows (therefore $C_{2}(n)$ increases).

To demonstrate the difference between the global clustering and the average local clustering we generated graphs with $m=2, \alpha=0.5, \beta=0.2$ and varying $n$ (Fig. 2 b ). In this case we have $A=\alpha+\frac{\beta}{2}>0.5$ and $C_{1}(n) \rightarrow 0$, as expected. However, for the local clustering we obtain $C_{2}(n) \rightarrow$ const $>0$.

Comparison with Other Models The following table summarizes our results for the polynomial model in comparison with other mentioned preferential attachment models:

|  | $A$ | $D$ | $\gamma$ | Global clustering | Average local clustering |
| :--- | :---: | :---: | :---: | :---: | :---: |
| LCD | $1 / 2$ | 0 | 3 | tends to zero | tends to zero |
| BO/Móri | $1 /(2+\beta)$ | 0 | $(2, \infty)$ | tends to zero | tends to zero |
| HK | $1 / 2$ | $m_{t}$ | 3 | tends to zero | constant |
| RAN | $1 / 2$ | 3 | 3 | tends to zero | constant |
| Polynomial | $\sum \alpha_{k, l} \frac{l+k}{m}$ | $\sum k \alpha_{k, l}$ | $(2, \infty)$ | constant for $A<\frac{1}{2}$ | constant |

The polynomial model seems to be the only model where one can control the exponent in the power law of the degree distribution, and at the same time guarantee a positive clustering coefficient.


Fig. 2. a) Average local and global clustering in polynomial graphs with $n=10^{6}$, $m=2, \beta=0.5$ depending on A. b) The global and the average local clustering coefficients of polynomial graphs with $m=2, \alpha=0.5, \beta=0.2$ depending on $n$.

## 6 Conclusions

In this paper, we introduced the $P A$-class of random graph models that generalizes previous preferential attachment approaches. We proved that any model from the $P A$-class possesses the power-law degree distribution with tunable parameter. We also estimated its clustering coefficient. Next, we described one particular model from the proposed class (with tunable both the degree distribution parameter and the clustering coefficient). Experiments with generated graphs illustrated our theoretical results. We also demonstrated different behavior of two versions of the clustering coefficient in preferential attachment models.

As the degree distribution of a preferential attachment model allows adjustment to reality, the clustering coefficient still gives rise to a problem in some cases. For most real-world networks the parameter $\gamma$ of their degree distribution belongs to $[2,3]$. As we showed in Section 3, once $\gamma \leq 3$ in a preferential attachment model, the global clustering coefficients decreases as the graph grows, which does not correspond to the majority of real-world networks. The reason is that the number of edges added with a new vertex at each step is a constant and consequently the number of triangles grows too slowly.

Fortunately, there are many ways to overcome this obstacle. Cooper proposed a model in which the number of added edges is a random variable 11. In collaboration with Prałat he also considered a modification of the Barabási-Albert model, where a new vertex added at time $t$ generates $t^{c}$ edges [13]. Preferential attachment models with random initial degrees were considered in [14. Also there are models with adding edges between already existing nodes (e.g. [12]). Using one of these ideas for the $P A$-class is a topic for future research.
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## Appendix: Proofs

## Proof of Theorem 2

In this proof we use the notation $\theta(\cdot)$ for error terms. By $\theta(X)$ we denote a function such that $|\theta(X)|<X$. We also need the following notation:

$$
\begin{gather*}
\mathbf{P}\left(d_{v}^{n+1}=d \mid d_{v}^{n}=d\right)=1-A \frac{d}{n}-B \frac{1}{n}+O\left(\frac{d^{2}}{n^{2}}\right),  \tag{10}\\
p_{n}^{1}(d):=\mathbf{P}\left(d_{v}^{n+1}=d+1 \mid d_{v}^{n}=d\right)=A \frac{d}{n}+B \frac{1}{n}+O\left(\frac{d^{2}}{n^{2}}\right),  \tag{11}\\
p_{n}^{j}(d):=\mathbf{P}\left(d_{v}^{n+1}=d+j \mid d_{v}^{n}=d\right)=O\left(\frac{d^{2}}{n^{2}}\right), 2 \leq j \leq m .  \tag{12}\\
p_{n}:=\sum_{k=1}^{m} \mathbf{P}\left(d_{n+1}^{n+1}=m+k\right)=O\left(\frac{1}{n}\right) . \tag{13}
\end{gather*}
$$

Note that the remainder term of $p_{n}^{j}(d)$ can depend on $v$. We omit $v$ in notation $p_{n}^{j}(d)$ for simplicity of proofs.

Put $p_{v}(d)=\sum_{j=1}^{m} p_{v}^{j}(d)$. Note that $\frac{A d+B+1}{A d-A+B} p_{v}^{1}(d-1)-p_{v}(d)=\frac{1}{v}+O\left(\frac{d^{2}}{v^{2}}\right)$. We use this equality several times in this proof.

We want to prove that $\mathrm{E} N_{n}(d)=c(m, d)\left(n+\theta\left(C d^{2+\frac{1}{A}}\right)\right)$ with some constant $C$ and some function $\theta$. The proof is by induction on $d$ and then on $i$. First, we prove the theorem for $d=m$ and all $i$. Then, if we proved the theorem for some $d=d_{0}$ and all $i$, we are able to prove it for $d=d_{0}+1$ and for all $i$.

We use the following equalities

$$
\begin{equation*}
\mathrm{E}\left(N_{i+1}(m) \mid N_{i}(m)\right)=N_{i}(m)\left(1-p_{i}(m)\right)+1-p_{i} \tag{14}
\end{equation*}
$$

$$
\begin{align*}
& \mathrm{E}\left(N_{i+1}(d) \mid N_{i}(d), N_{i}(d-1), \ldots, N_{i}(d-m)\right)=N_{i}(d)\left(1-p_{i}(d)\right)+ \\
& \quad+N_{i}(d-1) p_{i}^{1}(d-1)+\sum_{j=2}^{m} N_{i}(d-j) p_{i}^{j}(d-j)+O\left(p_{i}\right) . \tag{15}
\end{align*}
$$

Consider the case $d=m$. For constant number of small $i$ we obviously have $\mathrm{E} N_{i}(m)=\frac{i}{A m+B+1}+\theta\left(C_{1}\right)$ with some $C_{1}$. Assume that $\mathrm{E} N_{i}(m)=\frac{i}{A m+B+1}+$ $\theta\left(C_{1}\right)$. From (14) we obtain

$$
\begin{aligned}
& \mathrm{E} N_{i+1}(m)=\mathrm{E} N_{i}(m)\left(1-p_{i}(m)\right)+1-p_{i}= \\
& \quad=\left(\frac{i}{A m+B+1}+\theta\left(C_{1}\right)\right)\left(1-p_{i}(m)\right)+1+\theta\left(C_{2} / i\right)= \\
& \quad=\frac{i+1}{A m+B+1}+\theta\left(C_{1}\right)\left(1-p_{i}(m)\right)+\theta\left(\frac{C_{3}}{i}\right) \frac{1}{A m+B+1}+\theta\left(C_{2} / i\right)
\end{aligned}
$$

It remains to show that

$$
C_{1} p_{i}(m) \geq \frac{C_{3}}{i(A m+B+1)}+\theta\left(C_{2} / i\right) .
$$

We have $p_{i}(m) \geq \frac{m A+B}{i}-\frac{C_{0}}{i^{2}}$. It gives us

$$
C_{1}(A m+B) \geq \frac{C_{1} C_{0}}{i}+\frac{C_{3}}{A m+B+1}+C_{2}
$$

This equality holds for large $i$ and $C_{1}$. This completes the proof for $d=m$.
Remind that the proof is by induction on $d$ and $i$. Consider $d>m$ and assume that we can prove the theorem for all smaller degrees. Now we use induction on $i$.

We have $N_{i}(d) \leq \frac{2 m i}{d}$, therefore $N_{i}(d)=O\left(i c(m, d) d^{1 / A}\right)$. In particular, for $i<2 C_{7} d^{2}$, where the constant $C_{7}$ depends only on the parameters of the model and will be defined later, we have $\mathrm{E} N_{i}(d)=c(m, d)\left(i+\theta\left(C d^{2+1 / A}\right)\right)$ with some $C$. Assume that

$$
\mathrm{E} N_{i}(d)=c(m, d)\left(i+\theta\left(C d^{2+1 / A}\right)\right)
$$

From (15) we obtain

$$
\begin{aligned}
& \mathrm{E} N_{i+1}(d)=\mathrm{E} N_{i}(d)\left(1-p_{i}(d)\right)+\mathrm{E} N_{i}(d-1) p_{i}^{1}(d-1)+ \\
& \quad+\sum_{j=2}^{m} \mathrm{E} N_{i}(d-j) p_{i}^{j}(d-j)+O\left(p_{i}\right)= \\
& =c(m, d)\left(i+\theta\left(C d^{2+1 / A}\right)\right)\left(1-p_{i}(d)\right)+ \\
& +c(m, d-1)\left(i+\theta\left(C(d-1)^{2+1 / A}\right)\right) p_{i}^{1}(d-1)+\theta\left(\frac{C_{4} c(m, d) d^{2} i d^{1 / A}}{i^{2}}\right)= \\
& =c(m, d)(i+1)+c(m, d-1) i p_{i}^{1}(d-1)- \\
& +\frac{c(m, d)(A d+B+1) i p_{i}(d)-c(m, d)+c(m, d) \theta\left(C d^{2+1 / A}\right)\left(1-p_{i}(d)\right)+}{A d-A+B} \theta\left(C(d-1)^{2+1 / A}\right) p_{i}^{1}(d-1)+\theta\left(\frac{C_{4} c(m, d) d^{2} d^{1 / A}}{i}\right)= \\
& \quad=c(m, d)(i+1)+c(m, d) \theta\left(C d^{2+1 / A}\right)\left(1-p_{i}(d)\right)+ \\
& +\frac{c(m, d)(A d+B+1)}{A d-A+B} \theta\left(C(d-1)^{2+1 / A}\right) p_{i}^{1}(d-1)+\theta\left(\frac{C_{5} c(m, d) d^{2} d^{1 / A}}{i}\right)
\end{aligned}
$$

We need to prove that there exists a constant $C$ that

$$
\begin{array}{r}
C d^{2+1 / A} p_{i}(d) \geq \frac{C(A d+B+1)}{A d-A+B}(d-1)^{2+1 / A} p_{i}^{1}(d-1)+\frac{C_{5} d^{2+1 / A}}{i} \\
C d^{2+1 / A} p_{i}(d) \geq \frac{C(A d+B+1)}{A d-A+B}\left(d^{2+1 / A}-(2+1 / A) d^{1+1 / A}+C_{6} d^{1 / A}\right) \\
\cdot p_{i}^{1}(d-1)+\frac{C_{5} d^{2+1 / A}}{i}
\end{array}
$$

$$
\begin{gathered}
\frac{C d^{2+1 / A}}{i}\left(2 A+\frac{(B-A)(2 A+1)}{A d}+O\left(\frac{d}{i^{2}}\right)\right) \geq C d^{2+1 / A} O\left(\frac{d^{2}}{i^{2}}\right)+ \\
+\frac{C(A d+B+1)}{A d-A+B} C_{6} d^{1 / A}\left(A \frac{d-1}{i}+B \frac{1}{i}+O\left(\frac{d^{2}}{i^{2}}\right)\right)+\frac{C_{5} d^{2+1 / A}}{i} \\
\frac{C d^{2+1 / A}}{i} \geq \frac{C_{7} C d^{4+1 / A}}{i^{2}}+\frac{C_{8} C d^{1+1 / A}}{i}+\frac{C_{9} d^{2+1 / A}}{i}
\end{gathered}
$$

This inequality holds for large $C \geq C_{10}$ and $d \geq d_{1}$. For constant number of small $d<d_{1}$ there exists a function $f(d)>0$ such that

$$
f(d) d^{2+1 / A} p_{i}(d) \geq f(d-1) \frac{A d+B+1}{A d-A+B}(d-1)^{2+1 / A} p_{i}^{1}(d-1)+\frac{C_{5} d^{2+1 / A}}{i}
$$

Thus the final $C$ is $\max \left\{C_{10}, \max _{d<d_{1}}\{f(d)\}\right\}$. This concludes the proof.

## Proof of Theorem 3

To prove Theorem 3 we need the Azuma-Hoeffding inequality:
Theorem 7 (Azuma, Hoeffding). Let $\left(X_{i}\right)_{i=0}^{n}$ be a martingale such that $\mid X_{i}-$ $X_{i-1} \mid \leq c_{i}$ for any $1 \leq i \leq n$. Then

$$
\mathrm{P}\left(\left|X_{n}-X_{0}\right| \geq x\right) \leq 2 e^{-\frac{x^{2}}{2 \sum_{i=1}^{x^{c_{i}^{2}}}}}
$$

for any $x>0$.
Suppose we are given some $\delta>0$. Fix $n$ and $d: 1 \leq d \leq n^{\frac{A-\delta}{4 A+2}}$. Consider the random variables $X_{i}(d)=\mathrm{E}\left(N_{n}(d) \mid G_{m}^{i}\right), i=0, \ldots, n$.

Let us explain the meaning of the random variable $\mathrm{E}\left(N_{n}(d) \mid G_{m}^{i}\right)$. For any $t \leq n$ let $\mathrm{E}\left(N_{n}(d) \mid G_{m}^{t}\right)$ be the expectation of the number of vertices with degree $d$ we may have at the step $n$ of the process $G_{m}^{t}$ if we fix first $t$ steps of the evolution and allow the rest $n-t$ steps to be arbitrary. Note that $X_{0}(d)=\mathrm{E} N_{n}(d)$ and $X_{n}(d)=N_{n}(d)$. It is easy to see that $X_{n}(d)$ is a martingale.

We will prove below that for any $i=0, \ldots, n-1$

$$
\left|X_{i+1}(d)-X_{i}(d)\right| \leq M d
$$

where $M>0$ is some constant. Theorem follows from this statement immediately. Put $c_{i}=M d$ for all $i$. Then from Azuma-Hoeffding inequality it follows that

$$
\mathrm{P}\left(\left|N_{n}(d)-\mathrm{E} N_{n}(d)\right| \geq d \sqrt{n} \log n\right) \leq 2 \exp \left\{-\frac{n d^{2} \log ^{2} n}{2 n M^{2} d^{2}}\right\}=O\left(n^{-\log n}\right)
$$

If $d \leq n^{\frac{A-\delta}{4 A+2}}$, then the value of $\frac{n}{d^{1+1 / A}}$ is considerably greater than $d \log n \sqrt{n}$. This is exactly what we need.

It remains to estimate the quantity $\left|X_{i+1}(d)-X_{i}(d)\right|$. The proof is by a direct calculation.

Fix $0 \leq i \leq n-1$ and some graph $G_{m}^{i}$. Note that

$$
\begin{aligned}
\mid \mathrm{E}\left(N_{n}(d) \mid\right. & \left.\mid G_{m}^{i+1}\right)-\mathrm{E}\left(N_{n}(d) \mid G_{m}^{i}\right) \mid \leq \\
& \leq \max _{\tilde{G}_{m}^{i+1} \supset G_{m}^{i}}\left\{\mathrm{E}\left(N_{n}(d) \mid \tilde{G}_{m}^{i+1}\right)\right\}-\min _{\tilde{G}_{m}^{i+1} \supset G_{m}^{i}}\left\{\mathrm{E}\left(N_{n}(d) \mid \tilde{G}_{m}^{i+1}\right)\right\} .
\end{aligned}
$$

Put $\hat{G}_{m}^{i+1}=\arg \max \mathrm{E}\left(N_{n}(d) \mid \tilde{G}_{m}^{i+1}\right), \bar{G}_{m}^{i+1}=\arg \min \mathrm{E}\left(N_{n}(d) \mid \tilde{G}_{m}^{i+1}\right)$. We need to estimate the difference $\mathrm{E}\left(N_{n}(d) \mid \hat{G}_{m}^{i+1}\right)-\mathrm{E}\left(N_{n}(d) \mid \bar{G}_{m}^{i+1}\right)$.

For $i+1 \leq t \leq n$ put

$$
\delta_{t}^{i}(d)=\mathrm{E}\left(N_{t}(d) \mid \hat{G}_{m}^{i+1}\right)-\mathrm{E}\left(N_{t}(d) \mid \bar{G}_{m}^{i+1}\right)
$$

First let us note that for $t \leq C_{11} d^{2}$, then we have $\delta_{t}^{i}(d) \leq \frac{2 m t}{d} \leq M d$ for some constant $M$.

Now we want to prove that $\delta_{n}^{i}(d) \leq M d$ by induction. Suppose that $n=i+1$. Fix $G_{m}^{i}$. Graphs $\hat{G}_{m}^{i+1}$ and $\bar{G}_{m}^{i+1}$ are obtained from the graph $G_{m}^{i}$ by adding the vertex $i+1$ and $m$ edges. Therefore $\delta_{i+1}^{i}(d) \leq 2 m$.

Now consider $t: i \leq t \leq n-1, t>C_{11} d^{2}$. Note that

$$
\begin{gathered}
\mathrm{E}\left(N_{t+1}(m) \mid G_{m}^{i}\right)=\mathrm{E}\left(N_{t}(m) \mid G_{m}^{i}\right)\left(1-p_{t}(m)\right)+1+O(1 / t), \\
\mathrm{E}\left(N_{t+1}(d) \mid G_{m}^{i}\right)=\mathrm{E}\left(N_{t}(d) \mid G_{m}^{i}\right)\left(1-p_{t}(d)\right)+ \\
+\mathrm{E}\left(N_{t}(d-1) \mid G_{m}^{i}\right) p_{t}^{1}(d-1)+\sum_{j=2}^{m} \mathrm{E}\left(N_{t}(d-j) \mid G_{m}^{i}\right) p_{t}^{j}(d-j)+O(1 / t), \quad d \geq m+1 .
\end{gathered}
$$

We obtained the same equalities in the proof of Theorem 2 , see (14)-(15). Replace $G_{m}^{i}$ by $\hat{G}_{m}^{i}$ or $\bar{G}_{m}^{i}$ in these equalities. Substracting the equalities with $\bar{G}_{m}^{i}$ from the equalities with $\hat{G}_{m}^{i}$ we get (for $d>m$ )

$$
\begin{align*}
\delta_{t+1}^{i}(d)=\delta_{t}^{i}(d)(1 & \left.-p_{t}(d)\right)+\delta_{t}^{i}(d-1) p_{t}^{1}(d-1)+O\left(\frac{\mathrm{E} N_{t}(d) d^{2}}{t^{2}}\right)+O\left(\frac{1}{t}\right)= \\
& =\delta_{t}^{i}(d)\left(1-p_{t}(d)\right)+\delta_{t}^{i}(d-1) p_{t}^{1}(d-1)+\theta\left(\frac{C_{12} d}{t}\right) . \tag{16}
\end{align*}
$$

Here we used that $\mathrm{E} N_{t}(d)=O\left(t d^{-1-1 / A}+d\right)=O(t / d)$. From this recurrent relation it is easy to obtain by induction that $\delta_{n}^{i}(d) \leq M d$ for some $M$.

$$
\begin{aligned}
& \delta_{t+1}^{i}(d) \leq M d\left(1-p_{t}(d)\right)+M(d-1) p_{t}^{1}(d-1)+\frac{C_{12} d}{t} \leq \\
& \quad \leq M d-\frac{M A(2 d-1)}{t}-\frac{M B}{d}+\frac{C_{13} M d^{3}}{t^{2}}+\frac{C_{12} d}{t} \leq M d
\end{aligned}
$$

for sufficiently large $M$. This concludes the proof of Theorem 3 .

## Proof of Theorem 4

Let us give the sketch of the proof of Theorem 4. We can prove this theorem by induction. Note that

$$
P_{2}(n)=\sum_{d=m}^{\infty} N_{n}(d) \frac{d(d-1)}{2}
$$

Therefore

$$
\begin{aligned}
& \mathrm{E} P_{2}(i+1)=\sum_{d=m}^{\infty} \mathrm{E} N_{i+1}(d) \frac{d(d-1)}{2}=\mathrm{E} P_{2}(i)+\frac{m(m-1)}{2}+\sum_{d=m}^{\infty} \mathrm{E} N_{i}(d) p_{i}(d) d \sim \\
& \sim \mathrm{E} P_{2}(i)+\frac{m(m-1)}{2}+\sum_{d=m}^{\infty} \frac{(A d+B) d \mathrm{E} N_{i}(d)}{i}=\mathrm{E} P_{2}(i)\left(1+\frac{2 A}{i}\right)+\frac{m(m-1)}{2}+ \\
& \quad+\sum_{d=m}^{\infty} \frac{(A+B) d \mathrm{E} N_{i}(d)}{i}=\mathrm{E} P_{2}(i)\left(1+\frac{2 A}{i}\right)+2 m(A+B)+\frac{m(m-1)}{2} .
\end{aligned}
$$

So we obtain

$$
\begin{aligned}
\mathrm{E} P_{2}(n) \sim\left(2 m(A+B)+\frac{m(m-1)}{2}\right) & \sum_{t=1}^{n} \prod_{i=t+1}^{n}\left(1+\frac{2 A}{i}\right) \sim \\
& \sim\left(2 m(A+B)+\frac{m(m-1)}{2}\right) \sum_{t=1}^{n} \frac{n^{2 A}}{t^{2 A}}
\end{aligned}
$$

If $2 A<1$ then

$$
\mathrm{E} P_{2}(n) \sim\left(2 m(A+B)+\frac{m(m-1)}{2}\right) \frac{n}{1-2 A}
$$

If $2 A=1$ then

$$
\mathrm{E} P_{2}(n) \sim\left(2 m(A+B)+\frac{m(m-1)}{2}\right) n \log (n)
$$

If $2 A>1$ then

$$
\mathrm{E} P_{2}(n)=O\left(n^{2 A}\right)
$$

Note that if $2 A \leq 1$, then the structure of an arbitrary graph $G_{m}^{n_{0}}$ does not affect the asymptotic of $\mathrm{E} P_{2}(n)$. If $2 A>1$, then $G_{m}^{n_{0}}$ affects only the constant in $O\left(n^{2 A}\right)$.

We computed the expectation of $P_{2}$. One can prove concentration using standard martingale methods, although the proof is not trivial in this case. Here we need the fact that the maximum degree $\Delta_{n}$ grows as $n^{A}$, which can be shown using an induction. Let us consider the case $1-2 A>0$. The intuition behind this proof is the following. If we draw an edge to some vertex then this edge increase the expected final degree of this vertex by $(n / i)^{A}$. Finally, the expected number of $P_{2}$ increases by at most $n^{A}(n / i)^{A}=n^{2 A} / i^{A}$ (we multiply the number
of extra edges by the maximum possible degree of a vertex). Now, the sum of the squares of these values (see $\sum_{i=1}^{n} c_{i}^{2}$ in Theorem 7) is of order $n^{1+2 A}$. So, in Azuma's inequality we can take $x$ growing faster than $n^{1 / 2+A}$. Note that in this case $x$ can be taken smaller than $\mathrm{E} P_{2}(n)$ which gives concentration. In the case $1-2 A<0$ we are not able to get concentration, but it is possible to get asymptotic from Theorem 4 .
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