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Abstract. Medium access control protocols should manage the highly
dynamic nature of Vehicular Ad Hoc Networks (VANETS) and the va-
riety of application requirements. Therefore, achieving a well-designed
MAC protocol in VANETS is a challenging issue. The contention win-
dow is a critical element for handling medium access collisions in IEEE
802.11, and it highly affects the communications performance. This paper
proposes a new contention window control scheme, called DBM-ACW,
for VANET environments. Analysis and simulation results using OM-
NeT++ in urban scenarios show that DBM-ACW provides better overall
performance compared with previous proposals, even with high network
densities.

1 Introduction

Medium Access Control (MAC) protocols play an important role since critical
communications must rely on it. Unfortunately, research results [1] highlight that
the topic of MAC support in VANETS has received less attention than in other
research fields. Also, most of these relatively few research works are dedicated
to V2I communications; therefore, MAC support for V2V communication needs
more attention. MAC layer design challenges in VANET environments can be
summarized as follows [2]: (a) achieving an effective channel access coordination
in the presence of changing vehicle locations and variable channel characteristics;
(b) supporting scalability in the presence of various traffic densities; and (c)
supporting a diverse set of application requirements.

A lot of research has been done by the research community with the idea
of supporting broadcast transmissions in mind (e.g., [3], [4]). In contrast to the
most common research trend, this paper targets unicast applications including
infotainment, P2P or VoIP.

The IEEE 802.11 has been selected by a wide range of research works for
vehicular environments as the MAC layer standard because of its availability,
maturity, and cost. However, it causes performance to be poor in VANETSs com-
pared to MANET environments. A well-known problem in IEEE 802.11 is scal-
ability, which becomes more challenging in VANETS in the presence of high and



variable network densities. A lot of works have been proposed and carried out
for MANET environments [5], [6], [7] to either solve or reduce this problem.

Among these studies, a dynamic and low-overhead method called HBCWC
is proposed in [7]. This method estimates network density based on channel
status observations without requiring complex calculations. This way, more than
current network status, previous statuses are used in order to identify the channel
traffic variations. As a consequence, the CW size is dynamically tuned based on
the estimated network density.

To the best of our knowledge, very few studies address unicast communica-
tion in VANETSs. A fuzzy logic based enhancement to 802.11p is proposed in
[8] which adapts the CW size based on a non-linear control law, and relies on
channel observation. Furthermore, [9] suggests a MAC mechanism which uses
a modified version of RTS/CTS in order to estimate network density through
message exchange. Therefore, in this paper we propose a new contention win-
dow control scheme, called DBM-ACW (Density Based Method for Adjusting
the CW size), and prove that DBM-ACW not only outperforms the IEEE 802.11
DCEF in different vehicular scenarios, but also previously proposed schemes.

The rest of this paper is organized as follows. In section 2, we describe the new
proposed contention window control scheme in detail. Performance evaluation
of DBM-ACW, including simulation results in urban scenarios, is presented in
section 3. Finally, section 4 concludes this paper.

2 The Proposed Algorithm

In order to adequately adjust the CW size for vehicular environments, we propose
DBM-ACW, a new method to select the CW size based on the network traffic
density. In this method, the channel condition is estimated based on the packet
transmission status, and the result is stored into a Channel State (CS) vector. A
significant part of the protocol relies on how the channel conditions are captured
by the CS vector, and how this vector is used to update the CW size in order to
improve throughput, which it is the key contribution of this paper. These two
issues will be further explained in the following sections.

2.1 Initialization

Similarly to the IEEE 802.11, the CW value is initially set to CW iy, and it is
updated during the execution. The CS vector that is used for keeping track of
channel conditions is set to one in order to assume a collision free status before
starting the simulation. Parameters A and B which are used in Algorithm 2 are
set to 1.7 and 0.8, respectively. Basically, parameters A and B try to optimally
adapt the CW size to network density. A more detailed discussion on how these
parameters were obtained is presented in the section 2.3.



2.2 The Channel State Vector

In legacy 802.11 DCF, and after each data frame transmission, each node sets
its timer and waits for an acknowledgement. In DBM-ACW, upon each timer
expiration or upon receiving a packet, Algorithm 1 is called. If the transmitter
receives an ACK frame from the receiver, a value of 1 is inserted into the channel
state vector (Operation 5). Otherwise, if a collided/faulty frame is received, or
if the transmitter waiting timer expires before receiving the acknowledgement,
a value of 0 is inserted into the channel vector (Operation 3).

The CS vector is updated by shifting after setting the CSy value (Oper-
ation 1). The vehicle then calls Adapt (Algorithm 2) through which the CW
is adapted. Based on extensive simulations, we chose a three-element array for
DBM-ACW in order to achieve a trade-off between overhead and performance. If
we choose a smaller array, it will not be able to reflect the real network conditions,
while larger array values do not lead to a significant performance improvement.

Algorithm 1 Time-out expiration or ACK reception

1: Shift the CS array to right by one

2: if receiving a time-out or a corrupted ACK packet then
3: CSy =0

4: else

5: CSO =1

6: end if

7: Adapt

2.3 Changing the Contention Window Size

As explained before, upon each timer expiration or packet reception, Adapt (Al-
gorithm 2) is called, in order to update the value of the CW. The CW size is
doubled (similarly to the IEEE 802.11 DCF) in order to obtain the highest PDR,
except for the case in which the CS array contains two consecutive ones before
the new state; in that case the CW is multiplied by parameter A (Operation 3).
Furthermore, the CW size is set to the minimum CW, CW,,;,, upon each ac-
knowledgement reception, except for the case in which the CS array contains
two consecutive zeros before the new state; in that case the CW is multiplied by
parameter B (Operation 9).

The value of parameters A and B in Algorithm 2 was achieved based on
extensive simulations in which different combinations of values were used to
obtain the best performance. According to the severity of channel congestion,
the current CW size is multiplied by a value in the range from 0.2 to 2 or set to
CW in- The upper bound is selected as in the IEEE 802.11 DCF, so that the
CW size is multiplied by 2 when the channel is detected as busy or a collision has
occurred. When the channel is very congested, the current CW size is multiplied



by a value in the upper part of this range in order to decrease the probability of
selecting the same backoff number. Otherwise, when the channel density is low,
the current CW size is multiplied by a value in the lower range or set to CW ;1
in order to avoid waiting for a long time when the channel occupation is low. In
our study, the optimal value for parameters A and B was found to be equal to
1.7 and 0.8, respectively.

Algorithm 2 Adapt

1: if CSo = 0 then
2: if CS;, =1, CS2=1 then

3: CW=CWxA
4: else

5: CW =CW x 2
6: end if

7: else

8: if CS;, =0, CS2= 0 then
9: CW=CW x B
10: else

11: CW = CWin
12: end if

13: end if

3 Simulation

In this section, we study the performance of DBM-ACW in comparison with the
IEEE 802.11 DCF and HBCWC in vehicular environments by using OMNeT++
(version 4.2.2) [10]. Therefore, we use this simulator coupled with the INET-
MANET framework [11] and SUMO [12] in order to provide a realistic vehicular
scenario. Also, the VACaMobil [13] tool is used in order to maintain the same
number of vehicles throughout the simulation time.

3.1 Simulation Parameters

Each vehicle generates constant bitrate traffic. The size of the data payload is 512
bytes, and each node generates data packets at a rate of 4 packets per second.
Each vehicle starts a new connection after joining the network, and sends its
packets to a randomly selected destination among the current vehicles in the
network.

Considering the routing protocol, we assessed different routing protocols (i.e.,
AODV, OLSR, DYMO, DSR) and, despite of the different overall performance
levels obtained by these protocols, we found that they experience the same im-
pact when combined with the different MAC protocols evaluated in this paper.
As a consequence, we chose the AODV routing protocol, which is a simple routing



Table 1: The simulation parameters

Simulation Parameter Value
Traffic type CBR
CBR packet size 512 byte
CBR data rate 4 packet/s
MAC protocol 802.11a
Max. and Min. of CW 7, 1023
Max. number of retransmissions 7

Max. transmission range 250 m
Propagation model Nakagami
Nakagami-m 0.7
Simulation time 300 seconds
Number of repetitions 10

protocol that can be easily implemented when attempting to test it in practical
scenarios. The radio propagation range for each node is set to 250 m. We used
the Nakagami radio propagation model, commonly used by the VANET commu-
nity, in order to present a more realistic vehicular environment [14]. Parameter
m for this propagation model is set to 0.7. Moreover, each point in the figures
that follow represents the average of 10 independent simulation experiments in
which the simulation time is 300 seconds. Table 1 summarizes the simulation
parameters.

The urban scenario represents an area of 1,500 x 1,500 m? that is obtained
by using digital maps freely available in OpenStreetMap [15] from the downtown
area of Valencia (Spain) with real obstacles.

3.2 Result and Analysis

Figure 1 shows a clear packet delivery ratio improvement for DBM-ACW in
comparison to the IEEE 802.11. This improvement was achieved by adapting
the CW size based on the channel history. As a consequence, it reduces CW
size variations since increasing the CW size starting from C'W,,;, is no longer
required to find the optimal CW size. This mechanism allows decreasing the
number of retransmissions and, consequently, the number of dropped packets.
Furthermore, DBM-ACW outperforms HBCWC by not resetting the CW size to
the minimum CW size when the CS array contains two consecutive zeros before a
successful transmission (Algorithm 2-Operation 9). The average number of MAC
collisions, shown in Figure 2, offers a hint on how to achieve improvements in
terms of PDR. As can be observed, the optimal CW size for DBM-ACW was
chosen so that it decreases the probability of picking the same backoff value,
and, consequently, the number of collisions is also reduced.

Our approach achieves a lower end-to-end delay compared to the IEEE
802.11, as depicted in Figure 3. Although IEEE 802.11 cannot guarantee a de-
lay boundary, DBM-ACW does not show a delay increase when the number of
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Fig.1: PDR for the urban scenario.

nodes is larger than 175, which can help to mitigate the unbounded delay prob-
lem in the IEEE 802.11 standard. DBM-ACW gradually decreases the CW, and
it does not reset the CW to CW,;,, (Algorithm 2-Operation 9), as occurs with
IEEE 802.11, thereby increasing the MAC layer delay. However, as a result of
decreasing the number of collisions, this increase in terms of MAC layer delay
does not have a negative impact in terms of end-to-end delay. Figure 3 evidences
the differences between our approach and HBCWC, which are further clarified
in Table 2. DBM-ACW is able to achieve improvements in terms of end-to-end
delay, as well as improved standard deviation values for delay when comparing
DBM-ACW to HBCWC, as shown in Table 2.

Table 2: Standard Deviation of delays for the urban scenario.
50 75 100 125 150 175 200

DBM-ACW 0.42 045 0.46 0.47 049 0.52 0.53
HBCWC 0.44 044 048 0.50 0.55 0.54 0.53

Overall, our approach improves the PDR by 47%, and the end-to-end delay
by 16% when compared with the IEEE 802.11 DCF, and the PDR improves by
16% in comparison with HBCWC.

4 Conclusion

This paper presents DBM-ACW, a new IEEE 802.11-based MAC protocol, which
controls the CW size based on a network density estimation. In each vehicle,
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Fig. 2: Average number of collisions for the urban scenario.

transmission trials are stored as an array which is used to determine the optimal
contention window value. Extensive simulations using OMNeT++ in urban sce-
narios prove that our scheme has better overall performance compared with the
IEEE 802.11 DCF and HBCWC in terms of PDR, end-to-end delay and average
number of collisions in both scenarios.

As future work, we will study the effect of deploying RSUs on the performance
of our scheme. Also, we will dynamically adapt the algorithm’s parameters for
each specific network scenario.
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