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Abstract

We present a complete finite axiomatization of the unrestricted implication problem for inclusion
and conditional independence atoms in the context of dependence logic. For databases, our result
implies a finite axiomatization of the unrestricted implication problem for inclusion, functional, and
embedded multivalued dependencies in the unirelational case.

1 Introduction

We formulate a finite axiomatization of the implication problem for inclusion and conditional indepen-
dence atoms (dependencies) in the dependence logic context. The input of this problem is given by a
finite setΣ ∪ {φ} consisting of conditional independence atoms and inclusion atoms, and the question
to decide is whether the following logical consequence holds

Σ |= φ. (1)

Independence logic [12] and inclusion logic [6] are recent variants of dependence logic the semantics
of which are defined over sets of assigments (teams) rather than a single assignment as in first-order
logic. By viewing a teamX with domain{x1, . . . , xk} as a relation schemaX [{x1, . . . , xk}], our
results provide a finite axiomatization for the unrestricted implication problem of inclusion, functional,
and embedded multivalued database dependencies overX [{x1, . . . , xk}].

Dependence logic [24] extends first-order logic by dependence atomic formulas

=(x1, . . . , xn) (2)

the meaning of which is that the value ofxn is functionally determined by the values ofx1, . . . , xn−1.
Independence logic replaces the dependence atoms by independence atoms

~y⊥~x~z,

the intuitive meaning of which is that, with respect to any fixed value of~x, the variables~y are totally
independent of the variables~z. Furthermore, inclusion logic is based on inclusion atoms of the form

~x ⊆ ~y,
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with the meaning that all the values of~x appear also as values for~y. By viewing a teamX of assign-
ments with domain{x1, . . . , xk} as a relation schemaX [{x1, . . . , xk}], the atoms=(~x), ~x ⊆ ~y, and
~y⊥~x~z correspond to functional, inclusion, and embedded multivalued database dependencies. Further-
more, the atom=(x1, . . . , xn) can be alternatively expressed as

xn⊥x1...xn−1
xn,

hence our results for independence atoms cover also the casewhere dependence atoms are present.
The team semantics of dependence logic is a very flexible logical framework in which various no-

tions of dependence and independence can be formalized. Dependence logic and its variants have turned
out to be applicable in various areas. For example, Väänänen and Abramsky have recently axiomatized
and formally proved Arrow’s Theorem from social choice theory and, certain No-Go theorems from
the foundations of quantum mechanics in the context of independence logic [1]. Also, the pure inde-
pendence atom~y⊥~z and its axioms has various concrete interpretations such asindependenceX ⊥⊥ Y
between two sets of random variables [11], and independencein vector spaces and algebraically closed
fields [21].

Dependence logic is equi-expressive with existential second-order logic (ESO). Furthermore, the
set of valid formulas of dependence logic has the same complexity as that of full second-order logic,
hence it is not possible to give a complete axiomatization ofdependence logic [24]. However, by
restricting attention to syntactic fragments [25, 13, 17] or by modifying the semantics [7] complete
axiomatizations have recently been obtained. The axiomatization presented in this article is based on the
classical characterization of logical implication between dependencies in terms of theChaseprocedure
[18]. The novelty in our approach is the use of the so-calledLax team semantics of independence logic
to simulate the chase on the logical level using only inclusion and independence atoms and existential
quantification.

In database theory, the implication problems of various types of database dependencies have been
extensively studied starting from Armstrong’s axiomatization for functional dependencies [2]. Inclu-
sion dependencies were axiomatized in [4], and an axiomatization for pure independence atoms is
also known (see [22, 11, 16]). On the other hand, the implication problem of embedded multivalued
dependencies, and of inclusion dependencies and functional dependencies together, are known to be
undecidable [14, 15, 5], hence simple axiomatization (thatwould yield a decision procedure) is deemed
impossible. On the other hand, the unrestricted implication problem of inclusion and functional depen-
dencies has been finitely axiomatized in [19] using a so-calledAttribute Introduction Rulethat allows
new attribute names representing derived attributes to be introduced into deductions. These new at-
tributes can be thought of as implicitly existentially quantified. Our Inclusion Introduction Ruleis
essentially equivalent to the Attribute Introduction Ruleof [19]. It is also worth noting that the chase
procedure has been used to axiomatize the unrestricted implication problem of various classes of de-
pendencies, e.g.,Template Dependencies[23], andTyped Dependencies[3]. Finally we note that the
role of inclusion atom in our axiomatization has some similarities to the axiomatization of the class of
Algebraic Dependencies[26].

2 Preliminaries

In this section we define team semantics and introduce dependence, independence and inclusion atoms.
The version of team semantics presented here is the Lax one, originally introduced in [6], which will
turn out to be valuable for our purposes due to its interpretation of existential quantification.
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2.1 Team semantics

The semantics is formulated using sets of assignments called teams instead of single assignments. Let
M be a model with domainM . An assignments of M is a finite mapping from a set of variables into
M . A teamX overM with domain Dom(X) = V is a set of assignments fromV toM . For a subset
W of V , we writeX ↾W for the team obtained by restricting all the assignments ofX to the variables
in W .

If s is an assignment,x a variable, anda ∈ A, thens[a/x] denotes the assignment (with domain
Dom(s)∪{x}) that agrees withs everywhere except that it mapsx toa. For an assignments, and a tuple
of variables~x = (x1, ..., xn), we sometimes denote the tuple(s(x1), ..., s(xn)) by s(~x). For a formula
φ, Var(φ) and Fr(φ) denote the sets of variables that appear inφ and appear free inφ, respectively. For
a finite set of formulasΣ = {φ1, . . . , φn}, we write Var(Σ) for Var(φ1) ∪ . . . ∪ Var(φn), and define
Fr(Σ) analogously. When using set operations~x ∪ ~y and~x \ ~y for sequences of variables~x and~y, then
these sequences are interpreted as the sets of elements of these sequences.

Team semantics is defined for first-order logic formulas as follows:

Definition 3 (Team semantics). LetM be a model and letX be any team over it. Then

• If φ is a first-order atomic or negated atomic formula, thenM |=X φ if and only if for all s ∈ X ,
M |=s φ (in Tarski semantics).

• M |=X ψ∨θ if and only if there areY andZ such thatX = Y ∪Z andM |=Y ψ andM |=Z θ.

• M |=X ψ ∧ θ if and only if M |=X ψ andM |=X θ.

• M |=X ∃vψ if and only if there is a functionF : X → P(M)\{∅} such thatM |=X[F/v] ψ,
whereX [F/v] = {s[m/v] : s ∈ X,m ∈ F (s)}.

• M |=X ∀vψ if and only if M |=X[M/v] ψ, whereX [M/v] = {s[m/v] : s ∈ X,m ∈M}.

The following lemma is an immediate consequence of Definition 3.

Lemma 4. LetM be a model,X a team and∃x1 . . . ∃xnφ a formula in team semantics setting where
x1, . . . , xn is a sequence of variables. Then

M |=X ∃x1 . . . ∃xnφ iff for some functionF : X → P(Mn) \ {∅}, M |=X[F/x1...xn] φ

whereX [F/x1 . . . xn] := {s[a1/x1] . . . [an/xn] | (a1, . . . , an) ∈ F (s)}.

If M |=X φ, then we say thatX satisfiesφ in M. If φ is a sentence (i.e. a formula with no free
variables), then we say thatφ is true in M, and writeM |= φ, if M |={∅} φ where{∅} is the team
consisting of the empty assignment. Note that{∅} is different from theempty team∅ containing no
assignments.

In the team semantics setting, formulaψ is a logical consequenceof φ, writtenφ ⇒ ψ, if for all
modelsM and teamsX , with Fr(φ) ∪ Fr(ψ) ⊆ Dom(X),

M |=X φ⇒ M |=X ψ.

Formulasφ andψ are said to belogically equivalentif φ⇒ ψ andψ ⇒ φ. LogicsL andL′ are said to
be equivalent,L = L′, if everyL-sentenceφ is equivalent to someL′-sentenceψ, and vice versa.
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2.2 Dependencies in team semantics

Dependence, independence and inclusion atoms are given thefollowing semantics.

Definition 5. Let ~x be a tuple of variables andy a variable. Then=(~x, y) is adependence atomwith
the semantic rule

• M |=X=(~x, y) if and only if for anys, s′ ∈ X with s(~x) = s′(~x), s(y) = s′(y).

Let~x, ~y and~z be tuples of variables. Then~y ⊥~x ~z is aconditional independence atomwith the semantic
rule

• M |=X ~y ⊥~x ~z if and only if for anys, s′ ∈ X with s(~x) = s′(~x) there is as′′ ∈ X such that
s′′(~x) = s(~x), s′′(~y) = s(~y) ands′′(~z) = s′(~z).

Furthermore, we will write~x ⊥ ~y as a shorthand for~x ⊥∅ ~y, and call it apure independence atom.
Let ~x and~y be two tuples of variables of the same length. Then~x ⊆ ~y is aninclusion atomwith the

semantic rule

• M |=X ~x ⊆ ~y if and only if for anys ∈ X there is as′ ∈ X such thats(~x) = s′(~y).

Note that in the definition of an inclusion atom~x ⊆ ~y, the tuples~x and~y may both have repeti-
tions. Also in the definition of a conditional independence atom ~y ⊥~x ~z, the tuples~x, ~y and~z are not
necessarily pairwise disjoint. Thus any dependence atom=(~x, y) can be expressed as a conditional
independence atomy ⊥~x y. Also any independence atom~y ⊥~x ~z can be expressed as a conjunction of
dependendence atoms and an independence atom~y∗ ⊥~x ~z

∗ where~x, ~y∗ and~z∗ are pairwise disjoint.
For disjoint tuples~x, ~y and~z, independence atom~y ⊥~x ~z corresponds to the embedded multivalued
dependency~x ։ ~y|~z. Hence the class of conditional independence atoms corresponds to the class of
functional dependencies and embedded multivalued dependencies in database theory.

Proposition 6 ([8]). Let ~y ⊥~x ~z be a conditional independence atom where~x, ~y and~z are tuples of
variables. If~y∗ lists the variables in~y − ~x ∪ ~z, ~z∗ lists the variables in~z − ~x ∪ ~y, and~u lists the
variables in~y ∩ ~z − ~x, then

M |=X ~y ⊥~x ~z ⇔ M |=X ~y∗ ⊥~x ~z
∗ ∧

∧

u∈~u

=(~x, u).

The extension of first-order logic by dependence atoms, conditional independence atoms and inclu-
sion atoms is calleddependence logic(FO(=(. . .))), independence logic(FO(⊥c)) andinclusion logic
(FO(⊆)), respectively. The fragment of independence logic containing only pure independence atoms
is calledpure independence logic, writtenFO(⊥). For a collection of atomsC ⊆ {=(. . .),⊥c,⊆}, we
will write FO(C) (omitting the set parenthesis ofC) for first-order logic with these atoms.

We end this section with a list of properties of these logics.

Proposition 7. For C = {=(. . .),⊥c,⊆}, the following hold.

1. (Empty Team Property) For all modelsM and formulasφ ∈ FO(C)

M |=∅ φ.

2. (Locality [6]) If φ ∈ FO(C) is such that Fr(φ) ⊆ V , then for all modelsM and teamsX ,

M |=X φ⇔ M |=X↾V φ.

4



3. [6] An inclusion atom~x ⊆ ~y is logically equivalent to the pure independence logic formula

∀v1v2~z((~z 6= ~x ∧ ~z 6= ~x) ∨ (v1 6= v2 ∧ ~z 6= ~y) ∨ ((v1 = v2 ∨ ~z = ~y) ∧ ~z ⊥ v1v2))

wherev1, v2 and~z are new variables.

4. [10] Any independence logic formula is logically equivalent to some pure independence logic
formula.

5. [24, 12] Any dependence (or independence) logic sentenceφ is logically equivalent to some
existential second-order sentenceφ∗, and vice versa.

6. [9] Any inclusion logic sentenceφ is logically equivalent to some positive greatest fixpoint logic
sentenceφ∗, and vice versa.

3 Deduction system

In this section we present a sound and complete axiomatization for the implication problem of inclu-
sion and independence atoms. The implication problem is given by a finite setΣ ∪ {φ} consisting of
conditional independence and inclusion atoms, and the question is to decide whetherΣ |= φ.

Definition 8. In addition to the usual introduction and elimination rulesfor conjunction, we adopt the
following rules for conditional independence and inclusion atoms.

1. Reflexivity:
~x ⊆ ~x.

2. Projection and Permutation:

if x1 . . . xn ⊆ y1 . . . yn, thenxi1 . . . xik ⊆ yi1 . . . yik ,

for each sequencei1, . . . , ik of integers from{1, . . . , n}.

3. Transitivity:
if ~x ⊆ ~y ∧ ~y ⊆ ~z, then~x ⊆ ~y.

4. Identity Rule:
if ab ⊆ cc ∧ φ, thenφ′,

whereφ′ is obtained fromφ by replacing any number of occurrences ofa by b.

5. Inclusion Introduction:
if ~a ⊆ ~b, then~ax ⊆ ~bc,

wherex is anewvariable.

6. Start Axiom:
~a~c ⊆ ~a~x ∧~b ⊥~a ~x ∧ ~a~x ⊆ ~a~c

where~x is a sequence of pairwise distinctnewvariables.

7. Chase Rule:
if ~y ⊥~x ~z ∧ ~a~b ⊆ ~x~y ∧ ~a~c ⊆ ~x~z, then~a~b~c ⊆ ~x~y~z.

5



8. Final Rule:
if ~a~c ⊆ ~a~x ∧~b ⊥~a ~x ∧ ~a~b~x ⊆ ~a~b~c, then~b ⊥~a ~c.

In an application of Inclusion Introduction, the variablex is called the new variable of the deduction
step. Similarly, in an application of Start Axiom, the variables of~x are called the new variables of the
deduction step. A deduction fromΣ is a sequence of formulas(φ1, . . . , φn) such that:

1. Eachφi is either an element ofΣ, an instance of Reflexivity or Start Axiom, or follows from one
or more formulas ofΣ ∪ {φ1, . . . , φi−1} by one of the rules presented above.

2. If φi is an instance of Start Axiom (or follows fromΣ ∪ {φ1, . . . , φi−1} by Inclusion Introduc-
tion), then the new variables of~x (or the new variablex) must not appear inΣ∪ {φ1, . . . , φi−1}.

We say thatφ is provable fromΣ, writtenΣ ⊢ φ, if there is a deduction(φ1, . . . , φn) from Σ with
φ = φn and such that no variables inφ are new inφ1, . . . , φn.

4 Soundness

First we prove the soundness of these axioms. Identity Rule and Start Axiom are sound if we interpret
all the new variables as existentially quantified.

Lemma 9. Let (φ1, . . . , φn) be a deduction fromΣ, and let~y list all the new variables of the de-
duction steps. LetM andX be such thatM |=X Σ and Var(Σn) \ ~y ⊆ Dom(X) whereΣn :=
Σ ∪ {φ1, . . . , φn}. Then

M |=X ∃~y
∧

Σn.

Proof. We show the claim by induction onn. So assume that the claim holds for any deduction of
lengthn. We prove that the claim holds for deductions of lenghtn + 1 also. Let(φ1, . . . , φn+1) be a
deduction fromΣ, and let~y and~z list all the new variables of the deduction stepsφ1, . . . , φn andφn+1,
respectively. Note thatφn+1 might not contain any new variables in which case~z is empty. Assume
thatM |=X Σ for someM andX , where Var(Σn+1) \ ~y~z ⊆ Dom(X). By Proposition 7.2 we may
assume that Var(Σn+1) \ ~y~z = Dom(X). We need to show that

M |=X ∃~y∃~z
∧

Σn+1.

By the induction assumption,
M |=X ∃~y

∧
Σn

when by Lemma 4 there is a functionF : X → P(M |~y|) \ {∅} such that

M |=X′

∧
Σn (10)

whereX ′ := X [F/~y]. It suffices to show that

M |=X′ ∃~z
∧

Σn+1.

If φn+1 is an instance of Start Axiom, or follows fromΣn by Inclusion Introduction, then by Lemma 4 it
suffices to find aG : X ′ → P(M |~z|) \ {∅}, such thatM |=X′[G/~z] φn+1. For this note that no variable
of ~z is in Var(Σn), and hence by Proposition 7.2M |=X′[G/~z] Σn follows from (10). Otherwise, if~z is
empty, then it suffices to show thatM |=X′ φn+1.
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The cases whereφn+1 is an instance of Reflexivity, or follows fromΣn by a conjunction rule,
Projection and Permutation, Transitivity or Identity are straightforward. We prove the claim in the
cases where one of the last four rules is applied.

• Inclusion Introduction: Thenφn+1 is of the form~ax ⊆ ~bc where~a ⊆ ~b is in Σn. Let s ∈ X ′.
SinceM |=X′ ~a ⊆ ~b there is as′ ∈ X ′ such thats(~a) = s′(~b). We letG(s) = {s′(c)}. Since
x 6∈ Dom(X ′) we conclude thatM |=X′[G/x] ~ax ⊆ ~bc.

• Start Axiom: Thenφn+1 is of the form~a~c ⊆ ~a~x ∧ ~b ⊥~a ~x ∧ ~a~x ⊆ ~a~c. We defineG : X ′ →
P(M |~x|) \ {∅} as follows:

G(s) = {s′(~c) | s′ ∈ X ′, s′(~a) = s(~a)}.

Again, since~x does not list any of the variables in Dom(X ′), it is straightforward to show that

M |=X′[G/~x] ~a~c ⊆ ~a~x ∧~b ⊥~a ~x ∧ ~a~x ⊆ ~a~c.

• Chase Rule: Thenφn+1 is of the form~a~b~c ⊆ ~x~y~z where

~y ⊥~x ~z ∧ ~a~b ⊆ ~x~y ∧ ~a~c ⊆ ~x~z ∈ Σn.

Let s ∈ X ′. SinceM |=X′ ~a~b ⊆ ~x~y ∧ ~a~c ⊆ ~x~z there ares′, s′′ ∈ X ′ such thats′(~x~y) = s(~a~b)
ands′′(~x~z) = s(~a~c). Sinces′(~x) = s′′(~x) andM |=X′ ~y ⊥~x ~z, there is as0 ∈ X ′ such that
s0(~x~y~z) = s(~a~b~c) which shows the claim.

• Final Rule: Thenφn+1 is of the form~b ⊥~a ~c where

~a~c ⊆ ~a~x ∧~b ⊥~a ~x ∧ ~a~b~x ⊆ ~a~b~c ∈ Σn.

Let s, s′ ∈ X ′ be such thats(~a) = s′(~a). SinceM |=X′ ~a~c ⊆ ~a~x there is as0 ∈ X ′ such
that s′(~a~c) = s0(~a~x). SinceM |=X′

~b ⊥~a ~x and s(~a) = s0(~a) there is as1 ∈ X ′ such
that s1(~a~b~x) = s(~a~b)s0(~x). And sinceM |=X′ ~a~b~x ⊆ ~a~b~c there is as′′ ∈ X ′ such that
s′′(~a~b~c) = s1(~a~b~x). Thens′′(~a~b~c) = s(~a~b)s′(~c) which shows the claim and concludes the proof.

This gives us the following soundness theorem.

Theorem 11. LetΣ∪{φ} be a finite set of conditional independence and inclusion atoms. ThenΣ |= φ
if Σ ⊢ φ.

Proof. Assume thatΣ ⊢ φ. Then there is a deduction(φ1, . . . , φn) from Σ such thatφ = φn and
no variables inφ are new inφ1, . . . , φn. Let M andX be such that Var(Σ ∪ {φ}) ⊆ Dom(X) and
M |=X Σ. We need to show thatM |=X φ. Let~y list all the new variables inφ1, . . . , φn, and let~z list
all the variables in Var(Σn) \ ~y which are not in Dom(X). We first letX ′ := X [~0/~z] for some dummy
sequence~0 when by Theorem 7.2,M |=X′ Σ. Then by Theorem 9,M |=X′ ∃~y

∧
Σn implying there

exists aF : X ′ → P(M |~y|)\{∅} such thatM |=X′′ φ, forX ′′ := X ′[F/~y]. SinceX ′′ = X [~0/~z][F/~y]
and no variables of~y or ~z appear inφ, we conclude by Theorem 7.2 thatM |=X φ.
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5 Completeness

In this section we will prove that the set of axioms and rules presented in Definition 8 is complete
with respect to the implication problem for conditional independence and inclusion atoms. For this
purpose we introduce a graph characterization for the implication problem in subsection 5.1. This char-
acterization is based on the classical characterization ofthe implication problem for various database
dependencies using the chase procedure [18]. The completeness proof is presented in subsection 5.2.

5.1 Graph characterization

We will consider graphs consisting of vertices and edges labeled by (possibly multiple) pairs of vari-
ables. The informal meaning is that a vertice will correspond to an assignment of a team, and an edge
betweens ands′, labeled byuw, will express thats(u) = s′(w). The graphical representation of the
chase procedure is adapted from [20].

Definition 12. Let G = (V,E) be a graph whereE consists of non-directed labeled edges(u,w)ab
whereab is a pair of variables, and for every pair(u,w) of vertices there can be severalab such that
(u,w)ab ∈ E. Then we say thatu andw areab-connected, writtenu ∼ab w, if u = w anda = b, or if
there are verticesv0, . . . , vn and variablesx0, . . . , xn such that

(u, v0)ax0
, (v0, v1)x0x1

, . . . , (vn−1, vn)xn−1xn
, (vn, w)xnb ∈ E.

Next we define a graphGΣ,φ in the style of Definition 12 for a setΣ ∪ {φ} of conditional indepen-
dence and inclusion atoms.

Definition 13. Let Σ ∪ {φ} be a finite set of conditional independence and inclusion atoms. We let
GΣ,φ := (

⋃
n∈N

Vn,
⋃

n∈N
En) whereGn = (Vn, En) is defined as follows:

• If φ is ~b ⊥~a ~c, thenV0 := {v+, v−} andE0 := {(v+, v−)aa | a ∈ ~a}. If φ is ~a ⊆ ~b, then
V0 := {v} andE0 := ∅.

• Assume thatGn is defined. Then for everyv ∈ Vn andx1 . . . xk ⊆ y1 . . . yk ∈ Σ we introduce a
new vertexvnew and new edges(v, vnew)xiyi

, for 1 ≤ i ≤ k. Also for everyu,w ∈ Vn, u 6= w,
and~y ⊥~x ~z ∈ Σ whereu ∼xx w, for x ∈ ~x, we introduce a new vertexvnew and new edges
(u, vnew)yy, (w, vnew)zz , for y ∈ ~x~y andz ∈ ~x~z. We letVn+1 andEn+1 be obtained by adding
these new vertices and edges to the setsVn andEn.

Note thatGΣ,φ = G0 if Σ = ∅.

This gives us a characterization of the following form. Instead of writingM |=X φ we will now
writeX |= φ, since the satisfaction of an atom depends only on the teamX .

Theorem 14. LetΣ ∪ {φ} be a finite set of conditional independence and inclusion atoms.

1. If φ is a1 . . . ak ⊆ b1 . . . bk, thenΣ |= φ⇔ ∃w ∈ VΣ,φ(v ∼aibi w for all 1 ≤ i ≤ k).

2. If φ is~b ⊥~a ~c, thenΣ |= φ⇔ ∃v ∈ VΣ,φ(v
+ ∼bb v andv− ∼cc v for all b ∈ ~a~b andc ∈ ~a~c).

Proof. We deal with cases1 and2 simultaneously. First we will show the direction from rightto left.
So assume that the right-hand side assumption holds. We showthatΣ |= φ. LetX be a team such that
X |= Σ. We show thatX |= φ. For this, lets, s′ ∈ X be such thats(~a) = s′(~a). If φ is~b ⊥~a ~c, then

8



we need to find as′′ such thats′′(~a~b~c) = s(~a~b)s′(~c). If φ is a1 . . . ak ⊆ b1 . . . bk, then we need to find
a s′′ such thats(a1 . . . ak) = s′′(b1 . . . bk). We will now define inductively, for each natural numbern,
a functionfn : Vn → X such thatfn(u)(x) = fn(w)(y) if (u,w)xy ∈ En. This will suffice for the
claim as we will later show.

• Assume thatn = 0.

1. If φ is a1 . . . ak ⊆ b1 . . . bk, thenV0 = {v} andE0 = ∅, and we letf0(v) := s.

2. If φ is~b ⊥~a ~c, thenV0 = {v+, v−} andE0 = {(v+, v−)aa | a ∈ ~a}. We letf0(v+) := s
andf0(v−) := s′. Thenf(v+)(a) = f(v−)(a), for a ∈ ~a, as wanted.

• Assume thatn = m+1, and thatfm is defined so thatfm(u)(x) = fm(w)(y) if (u,w)xy ∈ Em.
We let fm+1(u) = fm(u), for u ∈ Vm. Assume thatvnew ∈ Vm+1 \ Vm and that there are
u ∈ Vm andx1 . . . xl ⊆ y1 . . . yl ∈ Σ such that(u, vnew)xiyi

∈ Em+1 \ Em, for 1 ≤ i ≤ l.
SinceX |= x1 . . . xl ⊆ y1 . . . yl, there is as0 ∈ X such thatfm+1(u)(xi) = s0(yi), for
1 ≤ i ≤ l. We letfm+1(vnew) := s0 whenfm+1(u)(xi) = fm+1(vnew)(yi), for 1 ≤ i ≤ l, as
wanted.

Assume then thatvnew ∈ Vm+1 \Vm and that there areu,w ∈ Vm, u 6= w, and~y ⊥~x ~z ∈ Σ such
that(u, vnew)yy, (w, vnew)zz ∈ Em+1 \ Em, for y ∈ ~x~y andz ∈ ~x~z. Thenu ∼xx w in Gm, for
x ∈ ~x. This means that there are verticesv0, . . . , vn and variablesx0, . . . , xn, for x ∈ ~x, such
that

(u, v0)xx0
, (v0, v1)x0x1

, . . . , (vn−1, vn)xn−1xn
, (vn, w)xnx ∈ Em.

By the induction assumption then

fm(u)(x) = fm(v0)(x0) = . . . = fm(vn)(xn) = fm(w)(x).

Hence, sinceX |= ~y ⊥~x ~z, there is as0 such thats0(~x~y~z) = fm(u)(~x~y)fm(w)(~z). We
let fm+1(vnew) := s0 and conclude thatfm+1(u)(y) = fm+1(vnew)(y) andfm+1(w)(z) =
fm+1(vnew)(z), for y ∈ ~x~y andz ∈ ~x~z. This concludes the construction.

Now, in case 1 there is av ∈ VΣ,φ such thatv+ ∼bb v andv− ∼cc v for all b ∈ ~a~b andc ∈ ~a~c.
Let n be such that each path witnessing this is inGn. We want to show that choosings′′ asfn(v),
s′′(~a~b~c) = s(~a~b)s′(~c). Recall thats = fn(v

+) ands′ = fn(v
−). First, letb ∈ ~a~b. The case where

v = v+ is trivial, so assume thatv 6= v+ in which case there are verticesv0, . . . , vn and variables
x0, . . . , xn such that

(v+, v0)bx0
, (v0, v1)x0x1

, . . . , (vn−1, vn)xn−1xn
, (vn, v)xnb ∈ En

when by the construction,fn(v+)(b) = fn(v)(b). Analogouslyfn(v−)(c) = fn(v)(c), for c ∈ ~c,
which concludes this case.

In case 2,s′′ is found analogously. This concludes the proof of the direction from right to left.
For the other direction, assume that the right-hand side assumption fails inGΣ,φ. Again, we deal

with both cases simultaneously. We will now construct a teamX such thatX |= Σ andX 6|= φ. We let
X := {su | u ∈ VΣ,φ} where eachsu : Var(Σ ∪ {φ}) → P(VΣ,φ)

|Var(Σ∪{φ})| is defined as follows:

su(x) :=
∏

y∈Var(Σ∪{φ})

{w ∈ VΣ,φ | u ∼xy w}.

We claim thatsu(x) = sw(y) ⇔ u ∼xy w. Indeed, assume thatu ∼xy w. If now v is in the set with
the indexz of the productsu(x), thenu ∼xz v. Sincew ∼yx u, we have thatw ∼yz v. Thusv is in the
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set with the indexz of the productsw(y). Hence by symmetry we conclude thatsu(x) = sw(y). For
the other direction assume thatsu(x) = sw(y). Then consider the set with the indexy of the product
sw(y). Sincew ∼yy w by the definition, the vertexw is in this set, and thus by the assumption it is in
the set with the indexy of the productsu(x). It follows by the definition thatu ∼xy w which shows
the claim.

Next we will show thatX |= Σ. So assume that~y ⊥~x ~z ∈ Σ and thatsu, sw ∈ X are such that
su(~x) = sw(~x). We need to find asv ∈ X such thatsv(~x~y~z) = su(~x~y)sw(~z). Sinceu ∼xx w, for
x ∈ ~x, there is av ∈ GΣ,φ such that(u, v)yy, (w, v)zz ∈ EΣ,φ, for y ∈ ~x~y andz ∈ ~x~z. Thensu(~x~y) =
sv(~x~y) andsw(~x~z) = sv(~x~z), as wanted. In casex1 . . . xl ⊆ y1 . . . yl ∈ Σ,X |= x1 . . . xl ⊆ y1 . . . yl
is shown analogously.

It suffices to show thatX 6|= φ. Assume first thatφ is~b ⊥~a ~c. Thensv+(~a) = sv−(~a), but by the
assumption there is nov ∈ VΣ,φ such thatv+ ∼bb v andv− ∼cc v for all b ∈ ~a~b andc ∈ ~a~c. Hence
there is nosv ∈ X such thatsv(~a~b) = sv+(~a~b) andsv(~a~c) = sv−(~a~c) whenX 6|= ~b ⊥~a ~c. In caseφ is
a1 . . . ak ⊆ b1 . . . bk,X 6|= φ is shown analogously.

5.2 Completeness proof

We are now ready to prove the completeness. Let us first define some notation needed in the proof. We
will write x = y for syntactical identity,x ≡ y for an atom of the formxy ⊆ zz implying the identity
of x andy, and~x ≡ ~y for an conjunction the form

∧
i≤|~x| pri(~x) ≡ pri(~y). Let ~x = (x1, . . . , xn) be a

sequence listing Var(Σ∪{φ}). If ~xv is a vector of length|~x| (representing vertexv of the graphGΣ,φ),
and~p = (xi1 , . . . , xil) is a sequence of variables from~x, then we write~pv for

(pri1(~xv), . . . , pril(~xv)).

Theorem 15. LetΣ∪{φ} be a finite set of conditional independence and inclusion atoms. ThenΣ ⊢ φ
if Σ |= φ.

Proof. LetΣ andφ be such thatΣ |= φ. We will show thatΣ ⊢ φ.
We have two cases: either

1. φ is xi1 . . . xim ⊆ xj1 . . . xjm and, by Theorem 14, there is aw ∈ VΣ,φ such thatv ∼xik
xjk

w
for all 1 ≤ k ≤ m, or

2. φ is~b ⊥~a ~c and, by Theorem 14, there is av ∈ VΣ,φ such thatv+ ∼xixi
v andv− ∼xjxj

v for all

xi ∈ ~a~b andxj ∈ ~a~c.

Using this we will show how to create a deduction ofφ fromΣ. We writeΣ ⊢∗ ψ if ψ appears as a step
in the deduction. Recall that the new variables introduced in the deduction steps previously must not
appear inφ but may appear inψ. We will introduce for eachu ∈ VΣ,φ a sequence~xu of lengthn (and
possibly with repetitions) such thatΣ ⊢∗ ~xu ⊆ ~x. For each(u,w)xixj

∈ EΣ,φ we will also show that
Σ ⊢∗ pri(~xu) ≡ prj(~xw). We do this inductively forVn andEn as follows:

• Assume thatn = 0. Then we have two cases:

1. Assume thatφ is xi1 . . . xim ⊆ xj1 . . . xjm whenV0 := {v} andE0 := ∅. Then we let
~xv := ~x in which case we can derive~xv ⊆ ~x by Reflexivity.

2. Assume thatφ is~b ⊥~a ~c whenV0 := {v+, v−} andE0 := {(v+, v−)xixi
| xi ∈ ~a}. First

we use Start Axiom to obtain

~a~c ⊆ ~a~c∗ ∧~b ⊥~a ~c
∗ ∧ ~a~c∗ ⊆ ~a~c (16)
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where~c∗ is a sequence of pairwise distinct new variables. Then usingInclusion Introduction
and Projection and Permutation we may deduce

~a~b∗~c∗~d∗ ⊆ ~a~b~c~d (17)

from ~a~c∗ ⊆ ~a~c where ~d lists ~x \ ~a~b~c and~b∗~c∗~d∗ is a sequence of pairwise distinct new
variables. By Projection and Permutation and Identity Rulewe may assume that~a~b∗~c∗ ~d∗

has repetitions exactly where~a~b~c~d has. Therefore we can list the variables of~a~b∗~c∗~d∗ in a
sequence~xv− of length|~x| where

~a~b∗~c∗ ~d∗ = (pri1(~xv−), . . . , pril(~xv−)),

for ~a~b~c~d = (xi1 , . . . , xil). Then~av−
~bv−~cv−

~dv− = ~a~b∗~c∗~d∗, and we can derive~xv− ⊆ ~x

from (17) by Projection and Permutation. We also let~xv+ := ~x when~av+
~bv+~cv+

~dv+ =
~a~b~c~d. Then~av+ ≡ ~av− and~xv+ ⊆ ~x are derivable by Reflexivity which concludes the case
n = 0.

• Assume thatn = m + 1 and for eachu ∈ Vm there is a sequence~xu such thatΣ ⊢∗ ~xu ⊆ ~x
and for each(u,w)xixj

∈ Em alsoΣ ⊢∗ pri(~xu) ≡ prj(~xw). Assume thatvnew ∈ Vm+1 \ Vm
is such that there areu ∈ Vm andxi1 . . . xil ⊆ xji . . . xjl ∈ Σ for which we have added new
edges(u, vnew)xik

xjk
to Vm+1, for 1 ≤ k ≤ l. We will introduce a sequence~xvnew such that

Σ ⊢∗ ~xvnew ⊆ ~x andΣ ⊢∗ prik(~xu) ≡ prjk(xvnew ), for 1 ≤ k ≤ l.

By Projection and Permutation we deduce first

pri1(~xu) . . .pril(~xu) ⊆ xi1 . . . xil (18)

from ~xu ⊆ ~x. Then we obtain

pri1 (~xu) . . .pril(~xu) ⊆ xji . . . xjl (19)

from (18) andxi1 . . . xil ⊆ xji . . . xjl by Transitivity.

Then by Reflexivity we may deduce pri1
(~xu) ⊆ pri1(~xu) from which we derive by Inclusion

Introduction
pri1(~xu)y1 ⊆ pri1(~xu)pri1(~xu) (20)

wherey1 is a new variable. Then from (19) and (20) we derive by Identity Rule

y1pri2(~xu) . . . pril(~xu) ⊆ xj1 . . . xjl . (21)

Iterating this procedurel times leads us to a formula
∧

1≤k≤l

prik(~xu) ≡ yk ∧ y1 . . . yl ⊆ xj1 . . . xjl (22)

wherey1, . . . , yl are pairwise distinct new variables. Letxjl+1
, . . . , xjl′ list ~x \ {xj1 , . . . , xjl}.

Repeating Inclusion Introduction for the inclusion atom in(22) gives us a formula

y1 . . . yl′ ⊆ xj1 . . . xjl′ (23)

whereyl+1, . . . , yl′ are pairwise distinct new variables. Let~y now denote the sequencey1 . . . yl′
when ∧

1≤k≤l

prik(~xu) ≡ prk(~y) ∧ ~y ⊆ xj1 . . . xjl′ (24)
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is the formula obtained from (22) by replacing its inclusionatom with (23). By Projection and
Permutation and Identity Rule we may assume that prk(~y) = prk′(~y) if and only if jk = jk′ , for
1 ≤ k ≤ l′. Analogously to the casen = 0, we can then order the variables of~y as a sequence
~xvnew of length|~x| such that prjk(~xvnew ) = prk(~y), for 1 ≤ k ≤ l′. Then

∧

1≤k≤l

prik(~xu) ≡ prjk(~xvnew ) ∧ prj1(~xvnew ) . . . prjl′ (~xvnew ) ⊆ xj1 . . . xjl′ (25)

is the formula (24). By Projection and Permutation we can nowdeduce~xvnew ⊆ ~x from the
inclusion atom in (25). Hence~xvnew is such thatΣ ⊢∗ ~xvnew ⊆ ~x andΣ ⊢∗ prik(~xu) ≡
prjk(~xvnew ), for 1 ≤ k ≤ l. This concludes the case for inclusion.

Assume then thatvnew ∈ Vm+1\Vm is such that there areu,w ∈ Vm, u 6= w, and~q ⊥~p ~r ∈ Σ for
which we have added new edges(u, vnew)xixi

, (w, vnew)xjxj
to Vm+1, for xi ∈ ~p~q andxj ∈ ~p~r.

We will introduce a sequence~xvnew such thatΣ ⊢∗ ~xvnew ⊆ ~x, andΣ ⊢∗ pri(~xu) ≡ pri(xvnew )
andΣ ⊢∗ prj(~xw) ≡ prj(xvnew ), for xi ∈ ~p~q andxj ∈ ~p~r. The latter means that

Σ ⊢∗ ~pu~qu ≡ ~pvnew~qvnew ∧ ~pw~rw ≡ ~pvnew~rvnew .

First of all, we know thatu ∼xkxk
w in Gm for all xk ∈ ~p. Thus there are verticesv0, . . . , vn ∈

Vm and variablesxi0 , . . . , xin such that

(u, v0)xkxi0
, (v0, v1)xi0

xi1
, . . . , (vn−1, vn)xin−1

xin
, (vn, w)xinxk

∈ Em.

Hence by the induction assumption and Identity Rule, there are~xu and~xw such thatΣ ⊢∗ ~xu ⊆ ~x
andΣ ⊢∗ ~xw ⊆ ~x, andΣ ⊢∗ prk(~xu) ≡ prk(~xw), for xk ∈ ~p. In other words,

Σ ⊢∗ ~pu ≡ ~pw. (26)

By Projection and Permutation we first derive

~pu~qu ⊆ ~p~q (27)

and
~pw~rw ⊆ ~p~r (28)

from ~xu ⊆ ~x and~xw ⊆ ~x, respectively. Then we derive

~pu~rw ⊆ ~p~r (29)

from ~pu ≡ ~pw and (28) by Identity Rule. By Chase Rule we then derive

~pu~qu~rw ⊆ ~p~q~r (30)

from ~q ⊥~p ~r, (27) and (29). Now it can be the case thatxi ∈ ~p~q andxi ∈ ~r, but pri(~xu) 6=
pri(~xw). Then we can derive

pri(~xu)pri(~xw) ⊆ xixi (31)

from (30) by Projection and Permutation, and

~pu~qu~rw(pri(~xu)/pri(~xw)) ⊆ ~p~q~r (32)
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from (31) and (30) by Identity Rule. Let now~r∗ be obtained from~rw by replacing, for each
xi ∈ ~p~q ∩ ~r, the variable pri(~xw) with pri(~xu). Iterating the previous derivation gives us then

~r∗ ≡ ~rw ∧ ~pu~qu~r
∗ ⊆ ~p~q~r. (33)

Let ~s list the variables in~x \ ~p~q~r. From the inclusion atom in (33) we derive by Inclusion
Introduction

~pu~qu~r
∗~s∗ ⊆ ~p~q~r~s (34)

where~s∗ is a sequence of pairwise distinct new variables. Then~pu~qu~r
∗~s∗ has repetitions at least

where~p~q~r~s has, and hence we can define~xvnew as the sequence of length|~x| where

~pu~qu~r
∗~s∗ = (pri1(~xvnew ), . . . , pril(~xvnew )), (35)

for ~p~q~r~s = (xi1 , . . . , xil). Then~pvnew~qvnew~rvnew~svnew = ~pu~qu~r
∗~s∗, and we can thus derive

~xvnew ⊆ ~x (36)

from (34) by Projection and Permutation. Moreover,

~pvnew~qvnew ≡ ~pu~qu (37)

can be derived by Reflexivity, and

~pvnew~rvnew ≡ ~pw~rw (38)

is derivable since (38) is the conjunction of~pu ≡ ~pw in (26) and~r∗ ≡ ~rw in (33). Hence~xvnew is
such that

Σ ⊢∗ ~xvnew ⊆ ~x ∧ ~pvnew~qvnew ≡ ~pu~qu ∧ ~pvnew~rvnew ≡ ~pw~rw.

This concludes the casen = m+ 1 and the construction.

Assume now first thatφ is ~a ⊆ ~b where~a := xi1 . . . xim and~b := xj1 . . . xjm . Then there is a
w ∈ VΣ,φ such thatv ∼xik

xjk
w, for 1 ≤ k ≤ m. Letn be such that all the witnessing paths are inGn,

and let1 ≤ k ≤ m. We first show that

Σ ⊢∗ prik(~xv) ≡ prjk(~xw). (39)

If w = v andik = jk, then (39) holds by Reflexivity. Ifw 6= v or ik 6= jk, then there are vertices
v0, . . . , vp ∈ Vn and variablesxl0 , . . . , xlp such that

(v, v0)xik
xl0
, (v0, v1)xl0

xl1
, . . . , (vp−1, vp)xlp−1

xlp
, (vp, w)xlpxjk

∈ En.

Then by the previous construction,

Σ ⊢∗ prik(~xv) ≡ prl0(~xv0) ∧ . . . ∧ prlp(~xvp) ≡ prjk(~xw) (40)

whenΣ ⊢∗ prik(~xv) ≡ prjk(~xw) by Identity Rule. Therefore we conclude that

Σ ⊢∗ ~av ≡ ~bw. (41)

SinceΣ ⊢∗ ~xw ⊆ ~x by the construction, then by Permutation and Projection

Σ ⊢∗ ~bw ⊆ ~b. (42)
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Now ~xv = ~x as defined in case1 of stepn = 0, and therefore~av = ~a. Thus we get~a ⊆ ~b from (41)
and (42) using repeatedly Identity Rule. Since no new variables appear in~a ⊆ ~b, we conclude that
Σ ⊢ ~a ⊆ ~b.

Assume then thatφ is~b ⊥~a ~c when there is av ∈ VΣ,φ such thatv+ ∼xixi
v andv− ∼xjxj

v for

all xi ∈ ~a~b andxj ∈ ~a~c. Analogously to the previous case, we can now find a sequence~xv such that

Σ ⊢∗ ~xv ⊆ ~x (43)

and
Σ ⊢∗ ~av~bv ≡ ~av+

~bv+ ∧ ~av~cv ≡ ~av−~cv− . (44)

By Projection and Permutation we may deduce

~av~bv~cv ⊆ ~a~b~c (45)

from (43), and using repeatedly Projection and Permutationand Identity Rule we get

~av+
~bv+~cv− ⊆ ~a~b~c (46)

from (44) and (45). Note that~av+
~bv+~cv− = ~a~b~c∗ and that we have already derived~a~c ⊆ ~a~c∗ and

~b ⊥~a ~c
∗ with Start Axiom (see case2 of stepn = 0). Therefore we can derive~b ⊥~a ~c with one

application of Final Rule. Since no new variables appear in~b ⊥~a ~c, we conclude thatΣ ⊢ ~b ⊥~a ~c.

By Theorem 11 and Theorem 15 we now have the following.

Corollary 47. LetΣ∪{φ} be a finite set of conditional independence and inclusion atoms. ThenΣ ⊢ φ
if and only ifΣ |= φ.

The following example shows how to deduceb ⊥a c ⊢ c ⊥a b andb ⊥a cd ⊢ b ⊥a c.

Example 48.

• b ⊥a c ⊢ c ⊥a b:

1. ab ⊆ ab′ ∧ c ⊥a b
′ ∧ ab′ ⊆ ab (Start Axiom)

2. ac ⊆ ac (Reflexivity)

3. b ⊥a c ∧ ab′ ⊆ ab ∧ ac ⊆ ac ⊢ ab′c ⊆ abc (Chase Rule)

4. ab′c ⊆ abc ⊢ acb′ ⊆ acb (Projection and Permutation)

5. ab ⊆ ab′ ∧ c ⊥a b
′ ∧ acb′ ⊆ acb ⊢ c ⊥a b (Final Rule)

• b ⊥a cd ⊢ b ⊥a c:

1. ac ⊆ ac′ ∧ b ⊥a c
′ ∧ ac′ ⊆ ac (Start Axiom)

2. ac′d′ ⊆ acd (Inclusion Introduction)

3. ab ⊆ ab (Reflexivity)

4. b ⊥a cd ∧ ab ⊆ ab ∧ ac′d′ ⊆ acd ⊢ abc′d′ ⊆ abcd (Chase Rule)

5. abc′ ⊆ abc (Projection and Permutation)

6. ac ⊆ ac′ ∧ b ⊥a c
′ ∧ abc′ ⊆ abc ⊢ b ⊥a c (Final Rule)

Our results shows that for any consequence~b ⊥~a ~c of Σ there is a deduction starting with an appli-
cation of Start Axiom and ending with an application of FinalRule.
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