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Preface

Business data analytics in astronomy and sciences depends on computing in-
frastructure. Such scientific exploration is beneficial for large-scale public utility
services, either directly or indirectly. Many research efforts are being made in
diverse areas, such as big data analytics and cloud computing, sensor networks,
and high-level user interfaces for information accesses by users. Government
agencies in many countries plan to launch facilities in education, health-care,
and information support as a part of an e-government initiative. In this context,
information interchange management has become an active research field. A
number of new opportunities have evolved in design and modeling based on new
computing needs of the users. Database systems play a central role in supporting
networked information systems for access and storage management aspects.

The 9th International Workshop on Databases in Networked Information
Systems (DNIS) was held during March 24–26, 2014, at the University of Aizu
in Japan. The workshop program included research contributions and invited
contributions. A view of the research activity in information interchange man-
agement and related research issues was provided by the sessions on related
topics. The keynote address has been contributed by - Prof. Divyakant Agrawal.
The section on “Astronomical Data Management” has an invited contribution
from Dr. Florin Rusu. The following section on “Business Data Analytics and
Visualization,” has an invited contribution from Prof. Marcin Paprzycki. The
section on “Business Data Analytics in Sciences,” includes the invited contribu-
tions of Dr. Lukas Pichl. The section on“Business Data Analytics in Astronomy,”
has an invited contribution by Prof. Thomas A. Prince. I would like to thank
the members of the Program Committee for their support and all authors who
considered DNIS 2014 for presenting research contributions.

The sponsoring organizations and the Steering Committee deserve praise for
the support they provided. A number of individuals contributed to the success of
the workshop. I thank Dr. Umeshwar Dayal, Prof. J. Biskup, Prof. D. Agrawal,
Dr. Cyrus Shahabi, Prof. T. Nishida, and Prof. Shrinivas Kulkarni for providing
continuous support and encouragement.

The workshop received invaluable support from the University of Aizu. In
this context, I thank Prof. Shigeaki Tsunoyama, President of the University of
Aizu. Many thanks are also extended to the faculty members at the university
for their cooperation and support.

March 2014 A. Madaan
S. Kikuchi
S. Bhalla
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Data Exploration in Large Area

Time-Domain Sky Surveys:
Current Practice and Future Needs

Thomas A. Prince

Jet Propulsion Laboratory
California Institute of Technology

MS 169-327, 4800 Oak Grove Dr., Pasadena, CA 91109
prince@srl.caltech.edu

Abstract. Time-domain astronomical surveys are playing an increas-
ingly important role in astronomy, driven by the availability of large for-
mat digital sensors and powerful computational resources. Examples of
such surveys include the Palomar Transient Factory (PTF), the Catalina
Real-time Transient Survey (CRTS), the PanSTARRS survey, and the
future Large Synoptic Survey Telescope (LSST) and Zwicky Transient
Facility (ZTF). These surveys typically are sensitive to on order of a
billion or more objects over the course of a year and the challenge is to
find the few hundred to a few thousand most interesting variable sources
among the total collection of objects. These include supernovae, gamma-
ray bursts, near-earth asteroids, cataclysmic variables, and a large num-
ber of other exotic objects. While technical challenges exist in the area
of database management and storage, the most difficult challenges are
algorithmic. We will discuss some of the principal challenges, includ-
ing the unique problems associated with the intrinsically heterogeneous
collection of time-domain data and the application of machine learning
techniques to automatic identification of interesting variable sources.



Towards an Intelligent Astronomical Event

Broker: Automated Transient Classification and
Follow-Up Optimization

Przemek Wozniak, Ph.D.,
Optical Sensing Team Leader

Space and Remote Sensing, ISR-2, MS-B244
Los Alamos National Laboratory, Los Alamos, NM 87545

wozniak@lanl.gov

Abstract. In order to succeed, the massive time-domain surveys of the
future must automatically identify actionable information from the tor-
rent of imaging data, classify emerging events, and optimize the follow-
up strategy. The impedance mismatch between the high rate of transient
detection and limited follow-up resources is growing rapidly. Despite a
pressing need to delegate increasingly complex data fusion and inference
tasks to machines, the available technology toolbox remains underuti-
lized in astronomy. To address these challenges, we are developing an
autonomous, distributed event broker that will integrate cutting edge
machine learning algorithms with high performance computing infras-
tructure. The talk will give an overview of various efforts in this area,
including recent progress on image level variability detection, spectral
classification using low resolution spectra and dynamic coalition man-
agement approach to follow-up.



Machine-Learning Enabled Stellar Classification

and the Prediction of Fundamental Atmospheric
Parameters From Photometric Light Curves

Adam A. Miller

Jet Propulsion Laboratory
California Institute of Technology

MS 169-327, 4800 Oak Grove Dr., Pasadena, CA 91109
amiller@astro.caltech.edu

Abstract. The falling costs of computing and CCD detectors has led to
a great boom in wide-field time-domain surveys during the past decade,
with several new surveys expected prior to the arrival of the Large Syn-
optic Survey Telescope (LSST). This observational boon, however, comes
with a catch: the data rates from these surveys are so large that discovery
techniques heavily dependent on human intervention are becoming unvi-
able. In this talk I will detail new methods, which utilize semi-supervised
machine-learning algorithms, to automatically classify the light curves of
time-variable sources. Using these methods, we have produced a data-
driven probabilistic catalog of variables found in the All Sky Automated
Survey (ASAS). I will also present a new machine-learning-based frame-
work for the prediction of the fundamental stellar parameters, Teff, log
g, and [Fe/H], based on the photometric light curves of variable stellar
sources. The method was developed following a systematic spectroscopic
survey of stellar variability. I will demonstrate that, for variable sources,
the machine-learning model can determine Teff, log g, and [Fe/H] with
a typical scatter of 130 K, 0.38 dex, and 0.26 dex, respectively, without
obtaining a spectrum. Instead, the random-forest-regression model uses
SDSS color information and light-curve features to infer stellar prop-
erties. The precision of this method is competitive with what can be
achieved with low-resolution spectra. These results are an important
step on the path to the efficient and optimal extraction of information
from future time-domain experiments, such as LSST. We argue that this
machine-learning framework, for which we outline future possible im-
provements, will enable the construction of the most detailed maps of
the Milky Way ever created.



Astrophysical Image Modeling

Robert M. Quimby

Kavli Institute for the Physics and Mathematics of the Universe (WPI)
Todai Institutes for Advanced Study

the University of Tokyo
5-1-5 Kashiwa-no-Ha, Kashiwa City, Chiba 277-8583, Japan

robert.quimby@ipmu.jp

Abstract. Discovery time variable objects in astronomical data requires
that the same patch of sky be observed at least twice and preferably more
often. The first observation can be used to predict what that same patch
of sky will look like in subsequent observations to finite accuracy (given
noise and changes in the atmosphere or instrument through which the ob-
servations are made). In other words, a model can be constructed by some
transformation of the data obtained at the first epoch to match the ob-
servational characteristics of a second observation. Comparing this model
to the actual observations, candidates for time variability will stand out
as objects that are poorly predicted by the model. Here I discuss how
these models of the astrophysical sky are currently constructed using the
Palomar Transient Factory as a specific example. I will point out some of
the weak points of this process and discuss some new techniques which
may prove beneficial for the discovery of time variable objects.



Table of Contents

Big Data and Cloud Computing

Big Data in Online Social Networks: User Interaction Analysis
to Model User Behavior in Social Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Divyakant Agrawal, Ceren Budak, Amr El Abbadi,
Theodore Georgiou, and Xifeng Yan

An Inductive and Semantic Model of Constraints for Master Data
Management under Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Shinji Kikuchi

Efficient Selection of Various k -objects for a Keyword Query
Based on MapReduce Skyline Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Md. Anisuzzaman Siddique and Yasuhiko Morimoto

Astronomical Data Management

Implementing the Palomar Transient Factory Real-Time Detection
Pipeline in GLADE: Results and Observations . . . . . . . . . . . . . . . . . . . . . . . 53

Florin Rusu, Peter Nugent, and Kesheng Wu

Exploratory Analysis of Light Curves: A Case-Study in Astronomy
Data Understanding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Aditi Mittal, Abhishek Santra, Vasudha Bhatnagar, and
Dhriti Khanna

Business Data Analytics and Visualization

Implementing Agent-Based Resource Management in Tsunami
Modeling – Preliminary Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Micha�l Drozdowicz, Kensaku Hayashi, Maria Ganzha,
Marcin Paprzycki, Alexander Vazhenin, and Yutaka Watanobe

A Dataflow Platform for In-silico Experiments Based on Linked Data . . . 112
Paolo Bottoni and Miguel Ceriani

Knowledge Visualization of Reasoning for Financial Mathematics
with Statistical Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Yukari Shirota, Takako Hashimoto, and Sakurako Suzuki



XVI Table of Contents

Business Data Analytics in Sciences

Database of Differential Cross Sections for Hydrogen Ionization
by Proton Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
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