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Abstract.  We present here the results of a study focused on text reading in a 
car. The purpose of this work is to explore how machine synthesized reading is 
perceived by users. Are the users willing to tolerate deficiencies of machine 
synthesized speech and trade it off for more current content? What is the impact 
of listening to it on driver’s distraction? How do the answers to the questions 
above differ for various types of text content? Those are the questions we try to 
answer in the presented study. We conducted the study with 12 participants, 
each facing three types of tasks. The tasks differed in the length and structure of 
the presented text. Reading out a fable represented an unstructured pleasure 
reading text. The news represented more structured short texts. Browsing a car 
manual was an example of working with structured text where the user looks 
for particular information without much focusing on surrounding content. The 
results indicate relatively good user acceptance for the presented tasks. Distrac-
tion of the driver was related to the amount of interaction with the system. Us-
ers opted for controlling the system by buttons on the steering wheel and made 
little use of the system’s display. 
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1 Introduction 

Drivers are well accustomed to listening to radio, music or audio books. The quality 
of machine synthesized speech is however still inferior to performance of a profes-
sional speaker reading out a text tailored for audio presentation. However, it is much 
slower, less flexible and more expensive to create such content. 

The purpose of the study presented in this text is to learn to what extent the user is 
willing to cope with the deficiencies of text to speech synthesis (TTS). 

Text processing is one of the activities humans do frequently. It ranges from pas-
sive reading to text creation, error correction and team collaboration. Users tend to 
shift most of their activities conducted previously on desktop to mobile environment. 
They even want to perform certain tasks in a car while driving. User interfaces for 
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mobile devices however have to respect a smaller form factor, less efficient input 
methods and distraction caused by using the system in a car. We addressed the tasks 
of text creation and correction in our previous work [2]. In this paper we focus on an 
apparently less difficult but important task of text reading.  

2 Related Work 

Significant attention was devoted in the past to assessing the impact of various in-car 
activities [1]. The Lane Change Test (LCT) [9] and subjective tests using question-
naires such as NASA TLX [5] and DALI [6], [7] are examples of popular methods 
used to assess the impact of various secondary in-car tasks on the primary task of 
driving. 

Although electronic systems are more and more abundant in cars, which rightfully 
causes worries about their impact on driving, communication between the driver and 
passengers is frequent and hardly can be regulated [4]. The negative impact on driv-
ing performance due to having conversation with someone while driving was assessed 
by various studies [15], [16].    

Several approaches to designing speech-based UIs for in-car usage including 
menu-based and search-based UIs were described [8], [10]. 

General quality of various TTS systems can be effectively measured only on the 
basis of reliable and valid listening tests, e.g. using mean opinion scale [18]. TTS 
quality was also assessed in terms of its suitability for various tasks such as computer 
assisted learning of foreign languages [17]. In this study we try to show that the quali-
ty of today’s state-of-the-art TTS systems is sufficient for reading out texts in a car. 

3 Research Goals and Experiment Design 

The purpose of this study is to analyze the usability and distraction aspects of text 
reading in a car in general. The research questions that we search answers for are of 
three categories: usability, distraction and performance. 
• Usability: Is the TTS quality sufficient for this kind of task? What part of the im-

plemented functionality is actually used by the user? What are the preferred control 
mechanisms (buttons vs. swipe gestures, audio vs. visual feedback)? What are the 
preferred usage patterns (auto-playback vs. manual browsing through the text)? Is 
there correlation between the results and personal information about the subjects? 

• Distraction: What levels of distraction can we observe for each of the tasks? How 
is distraction perceived subjectively? How often and for how long do the users look 
at the screen? 

• Performance: Does the user remember what has been read? 
 
We decided to carry out tests using three scenarios: ‘Fable’, ‘News’ and ‘Car Ma-
nual’. They differ in the complexity of information, in the structure of the presented 
text and in the ways the user is allowed to interact with the text being read. 
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• The fable scenario represents a task of reading a plain unstructured text such as a 
short book chapter or an article. The user is only able to navigate within the text and 
may navigate by sentences and paragraphs.   

• The news scenario involves reading multiple shorter texts (news articles). It de-
mands more interactivity. The user can navigate between the articles or within the 
text of an article.  

• The car manual scenario represents a complex task of looking for specific infor-
mation in a car owner’s user manual. It requires formulation of a query by the user, 
navigation in multiple search results and finally navigation in the retrieved user 
manual section to find the relevant piece of information. The user manual text was 
presented without modifications as extracted from a standard PDF car owner’s ma-
nual. 

 
Testing procedure consisted of the following steps. Initially, the whole procedure 
was explained to the participants. All training and evaluated drives were conducted at 
a constant speed of 60km/h on a standard straight 3-lane road in a Lane Change Test 
Simulator [9]. All drives were approximately 3.5 km long and took 3.5 minutes. First, 
our subjects trained the primary task of driving during a single drive and filled in a 
pre-test questionnaire. Prior to driving with secondary tasks, participants conducted 
one undistracted ride which was used to estimate an ideal LCT track adapted to each 
participant’s style of driving. Another undistracted ride was conducted at the end of 
the testing session and was used as a reference to compare against distracted rides. 

Training for each reading task was done shortly before evaluating it. The order of 
tasks was counterbalanced to compensate for a possible learning effect. Three dis-
tracted rides were conducted and each was followed by filling in the DALI [6] and 
SUS [13] questionnaires. In addition, for the car manual task, participants first 
searched by voice for a pre-specified topic, such as “turning fog lamps on”, and only 
then they navigated through the retrieved set of articles to locate the relevant piece of 
information. For this task, participants also filled in an additional SASSI [14] form at 
the end of the drive. 

Tests were conducted in a laboratory environment. The drivers were using a low-
fidelity driving simulator to mimic driving on a highway. The primary task was per-
formed using the standard LCT [9] used according to ISO 26022:2010 [12]. Fig.1 
depicts the physical location of the devices during the experiment.  
As a test bed, we used a prototype of an in-car infotainment system with a dedicated 
component for text reading (right part of Fig.1). We used the Nuance Vocalizer TTS 
system with a Premium US English voice named Ava. 

The tested system presented text primarily through the audio channel via TTS 
playback. It allowed both for passive listening and for active navigation in the text 
using steering wheel buttons and touch screen swipe gestures. Participants could 
make use of up to 6 steering wheel buttons in a layout depicted in Fig.2, which al-
lowed for advanced navigation in the presented text, including navigation between 
articles and within an article at the level of individual sentences and paragraphs. 
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Fig. 1. Testing setup (left) and sample text shown on the system’s display (right) 

Control using swipe gestures was limited to navigation between articles only, using 
vertical swipe gestures. The double tap gesture activated speech recognition with 
automatic end-of-speech detection. Horizontal swipe gestures were reserved for swip-
ing between different applications and thus were not used in this test.   
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Fig. 2. Steering wheel buttons layout 

The visual presentation of the text on a display was intended as complementary in-
formation only. The display showed three lines of text in large fonts. The word cur-
rently being read was underlined. A progress indicator above the text showed the 
current reading position within a text block (e.g. news article). 
Speech recognition (Nuance Vocon Hybrid) was used to search for relevant Car Ma-
nual articles.    

4 Testing Results 

The study was piloted with one subject and then conducted with 14 subjects in Bur-
lington, USA. All participants were US English native speakers. Two subjects were  
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excluded due to an error in recording of the data. Half of the test subjects were  
females; all of them were driver’s license holders, age varied from 20 to 55 with 7 
participants under 29 years. 11 subjects drove and used radio daily; all had at least 
high school education. 

We collected both usability feedback and objective distraction statistics, and also 
evaluated performance of test subjects on the reading task using simple reading com-
prehension tests.  

Distraction.  We measured driving distraction both objectively [9] and subjectively 
[6]. Fig.3 depicts objective measurements using LCT driving logs. We report SDLP 
(Standard Deviation of Lateral Position) and MDev (Mean Deviation) calculated both 
for the whole evaluated drive and for lane keeping segments only (excluding lane 
change segments). 
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Fig. 3. Distraction measured objectively using mean deviation and SDLP; LK denotes lane-
keeping versions of the statistics. 95% confidence intervals are shown. 

There are statistically significant differences in the distraction for the news and car 
manual tests when compared to the undistracted ride. The fable was found to be the 
least distracting task with impact on driving that did not reach statistical significance 
with α=0.05.  
Fig.4 depicts distraction measured subjectively using the DALI [6] test. The distrac-
tion ranking of tasks for all of the observed domains is the same as for the objective 
statistics. Fig.5 shows numbers of glances that each user made at the application 
screen. The counts vary. Some participants did not look at the screen at all, while 
others used the screen more frequently. Overall, the observed distraction results con-
firm the hypothesis that the more interactive tasks (car manual and news) cause more 
distraction. 
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Fig. 4. Subjective distraction using DALI 
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Fig. 5. Number of glances at the screen 

The application screen was subjectively perceived as distracting. Most of the par-
ticipants preferred to use the system without a screen or would move the screen to a 
position closer to the windshield. This finding is similar to the results presented in 
[11]. Most of the glances at the application screen occurred during the car manual task 
as the participants often checked the results of their voice search commands. The 
number of glances tended to be higher in the case when the retrieved content included 
irrelevant search results.  
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Performance. We evaluated efficiency of the system by asking participants several 
questions regarding the presented content at the end of each task, to verify that the 
content was understood and remembered. 

The car manual test consisted of three tasks, each assigned immediately after the 
previous one was completed. Each task was rated successful or unsuccessful based on 
whether the user was able to find the requested information. Success rate was calcu-
lated as the number of successful tasks normalized by the total number of tasks (3). 

The fable test was followed by asking three questions to the participant. The suc-
cess rate was calculated as the number of right answers normalized by the number of 
questions (3). 

The news test was evaluated as follows. For each article, three important facts 
were chosen that were expected to be remembered by the participants. The subjects 
were asked to repeat what they remembered and the experimenter could ask comple-
mentary questions. The success rate was the number of facts correctly remembered 
normalized by the overall number of facts (9). 

The results in Fig.6 indicate that the tasks were reasonably complex. It may how-
ever still be problematic to compare the difficulty of the tasks using the achieved 
average success scores as they depend on the complexity of questions that were con-
structed subjectively. Overall, the mean values of success rate for the fable task were 
the highest (mean 89, deviation 0.16) followed by the news task (mean 75, deviation 
0.18) and the car manual task (mean 67, deviation 0.24). 
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Fig. 6. Success rates for all tasks measured for all participants 

Usability. The important part of the study was to collect usability feedback from par-
ticipants; both about the text reading task in general and also concerning the utilized 
prototype. We collected feedback by analyzing video recordings, by interviewing the 
participants and by asking them to fill in several questions that were specific to each 
task.  
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The Car Manual task was also evaluated by collecting the SASI factors [14] as it 
was the only task that included search functionality that could be evaluated for accu-
racy.  The scaled SASI factors are shown in Fig.7, indicating that part of the users 
considered it difficult to find a specific piece of information in a list of retrieved user 
manual sections.  

In general, the subjects found the system useful. It was clear how to use it and easy 
to learn. Younger and more educated users liked the system more, and they performed 
better. The participants who were used to process information audibly (preferred radio 
to TV or newspaper) also performed better than others. We observed the reading 
process and analyzed how the users handled the related tasks of browsing and search-
ing for specific content. We wanted to understand the degree to which the users  
exploit some of the advanced features of the prototype such as multiple browsing 
granularities or the way of displaying text on the screen. 
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Fig. 7. Scaled SASI factors for the car manual task 

Although some participants complained about the quality of the synthesized voice, 
they declared that they would like to use the system for reading of a wide spectrum of 
texts (news, emails, books and instant messages). They preferred not to use it for 
browsing car manual content in its original form. The reasons for that included dis-
traction caused by navigating technical text, the limited suitability of the original user 
manual for presentation by voice and limited need to perform the task while driving.  
The users opted for controlling the UI by buttons on the steering wheel instead of 
using swipe gestures on a touch screen.  

5 Conclusion 

We presented here the results of a long text reading study performed on three types of 
texts. Although the number of tested subjects is relatively small to make a major 
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quantitative evaluation, the study provides useful qualitative observations and distrac-
tion estimates. A longitudinal study should be carried out to observe adoption of long 
text reading components in a daily driving scenario. We paid special attention to the 
impact of the content type presented and to the acceptance of TTS for each of the 
tasks. The study showed that most of the participants would use the system for read-
ing various kinds of texts in spite of some complaints about the quality of TTS. The 
results suggest that car manual content in its original form may be appropriate for 
browsing and searching while parked, but other forms of presentation such as ques-
tion answering should be considered for use while driving. The answers should be 
specially tailored for in-car presentation by voice. The application GUI was perceived 
as distracting. However some participants still used the GUI during the car manual 
tasks, mainly to verify the correctness of the retrieved search results. 
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