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Abstract. The aim of this work is the design and the development of an ICT 
platform integrating advanced Natural User Interface technologies for multi-
domain Cognitive Rehabilitation without the direct physician involvement to 
the rehabilitation session. The platform is made up of a set-top-box connected 
to a TV monitor, a Microsoft Kinect RGB-D sensor and a (optional) WWS 
Smartex e-shirt for clinical signs monitoring. 

Customized algorithms for calibration, people segmentation, body skeletoni-
zation and hands tracking through the RGB-D sensor have been implemented in 
order to infer knowledge about the reaction of the end-user to the Graphical Us-
er Interface designed for specific cognitive domains. For proper interaction, 
gestures of Alzheimer Disease’s patients are acquired by Microsoft Kinect in 
the nominal functioning range, allowing 100% hands detection rate, useful for 
an error free human-machine interaction. 

Keywords: Natural User Interface, Active Vision System, Cognitive  
Rehabilitation. 

1 Introduction 

In the recent years, the phenomenon of ageing population is receiving increasing at-
tention mainly for healthcare and social impacts, so a great effort has been addressed 
by the scientific community in order to provide specific enabling solutions.  Alzhei-
mer's Disease (AD) is a chronic neuro-degenerative disease (dementia) in which the 
first symptom is a slowly increasing memory loss. As the disease progresses, the brain 
deteriorates more rapidly with apparent cognitive limits. 

Several scientific publications [1-5] highlight the usefulness and importance of 
Cognitive Rehabilitation (CR) in the treatment of patients with dementia. In order to 
increase the chances of an appropriate care, the development of a cost-effective home-
care service with CR functionalities could be very useful. Moreover, although educa-
tion and ICT skills level among the elderly is often low, various pilot studies on small 
samples show that ICT tools are accepted improving quality of life and increasing the 
permanence at home. In the field of healthcare, technologies such as virtual reality, 
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augmented reality and serious games have being applied for long time, including cog-
nitive training and rehabilitation [6-8]. 

Virtual reality offers training environments in which human cognitive and func-
tional performance can be accurately assessed and rehabilitated [9-10]. On the other 
hand, augmented reality provides safer and more intuitive interaction techniques al-
lowing interaction with 3D objects in real world [11-12]. In this scenario social com-
munication channels (natural speech, para-language, etc.) are not blocked, breaking 
down mental barriers applying such a technology to specific problems or disabilities. 
New solutions for cognitive assistance based on serious games have been imple-
mented: in the field of CR commercial products (Nintendo’s Brain Age, Big Brain 
Academy, etc.) have been tuned as educational tools helping to slow the decline of 
AD [13-16]. 

More recently, the large diffusion of interaction devices enabling body movements 
to control systems have been investigated, with specific focus on ICT technologies for 
natural interaction. Microsoft Kinect is the state-of-the-art [17] as device for body 
movements acquisition and gesture recognition; the effects of this kind of technology 
for rehabilitation purposes is widely investigated [18,19]. 

In this paper, a Natural User Interace (NUI) platform for remote CR has been de-
signed with the aim to support AD patients during the rehabilitation pratice without 
the presence of any caregiver. A new hands tracking filter has been implemented with 
the aim to overcome the well-known limitations of the royalties-free NUI middleware 
architecture used in the platform.  

The paper is organized as follows. Section 2 presents the overall implemented plat-
form with specific focus on the rehabilitation practice in a cognitive multi-domain 
scenario. Section 3 presents the HCI methodology in which the customized hand 
tracking filter is described. Section 4 presents the evaluation of the proposed system 
on real data in different scenarios.   

2 Platform Overview 

The developed ICT platform provides a system for Cognitive Home Rehabilitation  
(called AL.TR.U.I.S.M.) through a customized Virtual Personal Trainer (VPT) allow-
ing the patients to perform the rehabilitation practice at home. The platform gives the 
opportunity to perform the cognitive therapy without the presence of a caregiver. 
Details about the platform are in the following. 

2.1 AL.TR.U.I.S.M. Platform Architecture 

The CR platform is made up of a set-top-box connected to a TV monitor with Internet 
connection, a Microsoft Kinect RGB-D sensor for human body tracking and gesture 
recognition and a (optional) WWS Smartex e-shirt [20] with textile electrodes for 
clinical signs monitoring (Fig. 1). 

 



302 A. Leone, A. Caroppo, and P. Siciliano 

 

 

Fig. 1. AL.TR.U.I.S.M. platform overview 

The left hand side part of the Fig. 1 shows the hardware equipments in which the 
set-top-box (a commercial embedded pc) is the gateway able to automatically down-
loads sequences of exercises from a remote server through the internet connection. 
The system provides a web-based platform that allows the physician to customize 
directly the therapy: this process is a highly innovative compared to existing systems 
[21-22] as the caregiver/physician defines a specific sequence of exercises (the thera-
peutic session) according to the residual abilities of the patient. 

In order to infer more knowledge during the rehabilitation activities, the main clin-
ical parameters (heart-rate, breathe-rate, electrocardiogram, etc.) are monitored by 
wearing the WWS Smartex e-shirt that integrates several sensing devices for biomed-
ical applications. Through a Bluetooth radio link with the platform, each useful clini-
cal parameter provided by the WWS device is stored on the set-top-box and, then sent 
to the physician with a multi-modal paradigm for clinical evaluations. Moreover, the 
platform integrates streaming functionalities allowing visual/audio recording for post-
verification or online feedback to the physician which is able to follows the execution 
of the exercises from a remote architecture. From this perspective, the physi-
cian/psychologist of the reference center could communicate to the patients through a 
remote connection and then monitor the progress or trouble in the execution of the 
different required tasks. At the end of the rehabilitation session, the central platform 
collects different kinds of data locally stored on the set-top-box. An ad-hoc multi-
modal messaging procedure (e-mail, SMS, App, …) is performed and relevant data 
are sent to the physician allowing instant verification of the performance through an 
easy-to-use Graphical User Interface (GUI). 

2.2 Multi-domain Cognitive Rehabilitation Practice  

On the basis of the severity of cognitive impairment and residual skills of the target, 
the CR program provides specific categories of exercises, in order to assess specific 
domains of deficits. In order to make the system reliable, flexible and compliant with 
the international evaluation scales (Mini Mental State Examination [23]), few input  
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Fig. 2. Rehabilitation approach by gesture as Natural User Interface 

parameters need to be defined a-priori (execution time, maximum numbers of allowed 
errors, movement sensitivity). The platform provides sixteen different exercises be-
longing to the following cognitive domains: 

• Orientation (temporal, personnel and spatial) 
• Memory (topographic, verbal and visual) 
• Attention (hearing and visual) 
• Categorization 
• Verbal fluency 
• Logic 

In order to allow an appropriate display of every exercise and become independent 
from the specific output device (digital monitor, HD TV, …) a software module for 
the best video rendering is implemented. The definition of graphics objects displayed 
on the GUI has been designed according to the principles of ergonomics, usability and 
acceptability as referred in ISO/IEC 2001a [24]. 

3 Contact-Less Natural User Interface for Cognitive 
Rehabilitation 

Each exercise is performed via a multi-modal contact-less NUI (Fig. 2) available 
through the use of both the Microsoft Kinect device for gesture recognition and Mi-
crosoft Text-To-Speech engine (TTS) [25] for human voice synthesis (italian lan-
guage). The platform allows the user to interact with the GUI in a natural way without 
the use of a mouse or any kind of controller. The interaction is achieved by hand ges-
tures performed by the patient according to the ad-hoc designed GUI, compliant the 
specific CR exercise. From the functioning principle point of view, the Kinect device 
is a RGB-D camera integrating both a high resolution RGB camera (640480 at 30 
fps) and an infrared depth sensor (640480 at 30 fps), providing a metric reconstruc-
tion of a scene. The RGB-D device allows to capture mid-resolution depth and  
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Fig. 3. Accuracy of Microsoft Kinect by varing the distance between target and the optical 
centre of the device 

appearance information at high data rates (up to 30fps) for real-time functioning. The 
space resolution along the x and y axis is 3 mm at a depth of 2 meters, whereas the 
resolution of z-depth is 1 cm at the same depth. While increasing distance from  
the sensor, the accuracy decreases remaining within an acceptable range for people 
and hands tracking (Fig. 3). 

3.1 Gesture Recognition by Hand Tracking for Human Computer Interaction 

For the considered CR scenario, the upper part of the human body needs to be com-
pletely visible, avoiding situations in which large occlusions occur. As AD patient 
may have troubles moving the own hands, the procedure for hand tracking and ges-
ture recognition provided by the Microsoft Kinect SDK [26] may be affected by criti-
cal issues, for example when hands and body torso are overlapped. In particular, AD 
patient may not be able to move hands in a spatially extensive environment, so that 
the interaction with objects belonging to the GUI could be hard and the CR practice 
could be dramatically affected. In this context graphical objects are codified as “hid-
den buttons” able to discover the hovering time for specific end-user choices. The 
NUI procedure is depicted in Fig. 4. 

 

Fig. 4. Hand tracking procedure for contact-less natural user interaction 
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The skeletonization procedure provided by Microsoft Kinect SDK can be affected 
due to noise in the acquisition process so that the joint positions estimations can fail 
and the interaction with the GUI could be sometimes hard to handle. In order to over-
come this kind of issue, a noise reduction filter has been designed removing as much 
as possible noise from raw data. The suggested filter operates as a smoothing filter 
that overcome the performaces of the Holt Double Exponential Smoothing Filter 
(HDESF) [27] built in Microsoft Kinect SDK. The HDESF procedure reduces the 
jitters from skeletal joint data providing a smoothing effect with lower latency than 
other smoothing filter algorithms. The main issue with HDESF application is that 
Kinect sensor does not have sufficient resolution to ensure consistent accuracy of the 
tracked joints over time. Observing real data, the problem is apparent when different 
joints are overlapped. 

An improved smoothing algorithm has been designed, overcoming the perfor-
mance of  HDESF. From the analysis of the state of the art, the Exponential 
Weighted Moving Average Filter (EWMAF) [28] appears as the best trade-off be-
tween smoothing effect and jitter control. The EWMAF is given by the following 
formula: 

 ௧ܵ ൌ ௧ିଵܺߙ  ൅ ሺ1 െ ݐ                  ሻ ௧ܵିଵߙ ൐ 1 (1) 

where Xt is the 2D coordinate sample at a time period t, St is the smoothed statistic as 
simple weighted average of the previous observation Xt-1 and the previous smoothed 
statistic St-1. Generally, the setting of the initial smoothed value S1 is performed by 
averaging the first six samples, limiting the delay of the interaction. The coefficient α 
is constant smoothing factor between 0 and 1 and it represents the decreasing weight-
ing degree. Values of α close to 1 represents a lower smoothing effect, whereas values 
of α closer to 0 make a greater smoothing effect. Details about the best value of α are 
reported in Section 4. The last step of the hand tracking procedure involves the use of 
a function that allows to scale a joint’s position to the maximum width and height 
specified (in our case the maximum screen resolution). Moreover, the setting of spe-
cific scaling factors simplifies the interaction of the end-user with the GUI, according 
the residual movement hands abilities of the end-user. For this purpose, three different 
combinations of scaling values (corresponding to different movement hands abilities) 
are set as reported in Tab. 1. High values of scaling require a wider real movement of 
the hand to cover the entire spatial resolution of the GUI, while low values of scaling 
allow the natural interaction of the end-user that may not be able to move the hand in 
a spatially extensive. 

Table 1. Scaling parameters along the x axis and y axis of the screen  

Level of Accuracy Scale X Scale Y 
Low 0.6 0.4 

Medium 0.3 0.2 
High 0.15 0.1 



306 A. Leone, A. Caroppo, and P. Siciliano 

 

4 Experimental Results and Discussion 

The experimental evaluation of the proposed platform was based on real-world se-
quences obtained during the execution of specific movements acquired by Microsoft 
Kinect operating in the range 1.5 m - 4.0 m. The platform is hosted on an embedded 
PC equipped with an Intel® Core i5 CPU. 

Since ground truth data for real-world image sequences is hard to obtain, according 
to the experimental section proposed in [29], the evaluation of hand tracking proce-
dure was made analyzing the hand trajectory on the “Visual Attention” exercise GUI. 
The hand trajectory is reported in Fig. 5 in which a loop gesture is represented: the blu 
line is referred to the hand movement by using HDESF, while the red line is referred 
to the trajectory achieved by applying the proposed EWMAF. By comparing the two 
trajectories, it is apparent that EWMAF reduces the jittering of the signal, removing 
spikes presented in the hand tracking returned by HDESF. The analysis of the trajec-
tories highlights the problems in some critical situations (yellow circle in Fig. 5): 
HDESF returns false paths that invalidate the process of graphic element selection, 
while the application of EWMAF allows the correct item selection by the end-user. 
The aforementioned issue may be negligible in gaming context, whereas in the consi-
dered CR scenario the consequences are apparent affecting the CR practice. A quan-
titative measurement of the performances can be carried out analyzing the difference 
between values calculated by a model (e.g. an ideal trajectory over the numbers 
placed on the board) and the tracked values recorded in the two previous cases.  
 

 

Fig. 5. Hand Trajectory obtained with HDESF (blu line) and EWMAF (red line) applications in 
“Visual Attention” exercise 
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For this purpose, a frequently used measure is the Root-Mean-Square Deviation 
(RMSD), that represents the sample standard deviation of the difference between 
predicted and observed values. 

Table 2. RMSD values at different distance for HDESF and EWMAF on 500 samples 

Distance from Kinect  RMSD (HDESF, in pixel) RMSD (EWMAF, in pixel) 

1,5 m. 60,30 22,87 
2,5 m. 61,06 23,36 
3 m. 68,12 25,67 
4 m. 87,98 28,32 

 
Table 2 shows the results obtained at four different distances, selected in the oper-

ating range of Microsoft Kinect; the sample number used to estimate RMSD is ap-
proximately 500. RMSD values for EWMAF demonstrate the validity of the proposed 
solution: the average deviation never exceeds the value of 30 pixel, allowing greater 
precision in the selection of a graphic element. Instead, HDESF performs an average 
error always greater than 60 pixels, so that the gap in some cases affects the correct 
selection of a graphic element belonging to the GUI.  

EWMAF presents the issue of introducing a lag relative to the input data. In real 
time application latency is a critical factor, therefore it is essential to tune up in the 
rigth way the parameters of the fiter, with the aim of obtaining the best performance 
with the lowest latency. 

Table 3. RMSD values by evaluating EWMAF for different α smoothing factor and amount of 
observations  

# of observations α = 0.1 α = 0.3 α = 0.7 α = 0.9 

5 34,3212 29,1258 25,3427 23,0045 
10 33,5662 28,9083 24,9980 22,6754 
15 32,0113 28,3397 24,6548 22,3359 
20 32,9675 28,0989 24,1765 21,8675 
30 31,3444 27,5674 23,8413 21,6754 

 
As mentioned in Section 3.1, values of α close to 1 presents a lower smoothing ef-

fect, since greater weight to recent changes in data is considered. A choice of  α = 0.9 
allows EWMAF to reduce significantly the RMSD compared to the result obtained 
with α = 0.1 and α = 0.3 (see Table 3). On the other hand, when the number of past 
observations grows in size results are better but a latency effect is introduced in the 
tracking procedure. For all considered scenarios, the best tradeoff is achieved for  
α = 0.9 and the amount of  past observations equal to 10 (as 300 ms). 
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4.1 Computational Load Evaluation 

The computational workload, referred to the three main steps of Fig.4 (hand tracking 
methodology), is evaluated in terms of processing time. The skeletonization and Joint 
detection algorithms require exactly the same time on the target machine (2.5 ms). On 
the other hand, the time spent for EWMAF application is invariant to the amount of 
past observation used for the evaluation of the hand position, requiring an average 
processing time of 1.4 ms. These average values do not affect the frame rate of the 
application and consequently the overall computational load allows the execution of 
every exercise at 30fps. 

5 Conclusions 

The main idea of the proposed system is to promote multi-domain cognitive rehabili-
tation of Alzheimer Disease patient at home through an ICT platform integrating low-
cost contact-less Natural User Interface devices. 

As a patient with Alzheimer's disorder may have trouble moving the own hands, a 
new filter for hand tracking has been implemented, overcoming the performances of 
the built-in filter of Microsoft Kinect SDK. The improvement allows an easy and 
accurate interaction of the end-user and the platform, even in the presence of complex 
ad-hoc designed GUI. The proposed platform allows both the evalutation of the 
progress of the dementia (useful for the caregiver) and the cognitive stimulation of the 
end-user in several domains. Future works are addressed to deploy the platform to a 
wide class of Alzheimer's disease patients in order to have the feedback (validation) 
during the technological tool usage. This will allow to tune up each component of the 
platform (GUI, knowledge discovery logic, filter parameters) in order to make it high-
ly compliant with the needs and the requirements of the patients, according to the 
recent User Centered Design paradigm. 
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