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Abstract. We argue that the concept and goal of “transparency” in human-
automation interactions does not make sense as naively formulated; humans 
cannot be aware of everything automation is doing and why in most circums-
tances if there is to be any cognitive workload savings. Instead, we argue, a 
concept of transparency based on and shaped by delegation interactions pro-
vides a framework for what should be communicated in “transparent” interac-
tions and facilitates that communication and comprehension. Some examples 
are provided from recent work in developing delegation systems. 
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1 Introduction 

“Transparency” has been held up as a goal for automated systems that assume or re-
quire a substantial human interaction ([1], though the term is not used in this paper), 
and on its surface this seems a laudable and reasonable goal. But what does transpa-
rency in human-automation interaction mean anyway? What can or should it mean? 

Naively, it would seem that “transparency” is a straightforward property such that 
all a system’s functions and behaviors, as well as the rationale behind them, are avail-
able and obvious to human users. The automated system is “like glass” in that its 
workings are apparent to all. Achieving such transparency might be a substantial chal-
lenge for user interface designers, and understanding all the behaviors and rationales 
transparently presented might require specialized knowledge (e.g., aeronautical me-
chanics and flight controls for an autopilot), but these do not seem to be impossible 
goals, at least in principle. 

The problem is that this form of transparency is fundamentally at odds with the 
goals of most human-automation interaction in the first place. Automation is general-
ly created and deployed to save the human operator effort and/or to achieve perfor-
mance speed or accuracy beyond what a human alone could do. This means that if 
transparency demands that the human maintain awareness of every sensed observa-
tion, decision and executed behavior the automation performs, then there is no time or 
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(cognitive) effort saved. Full transparency in automation (and the human responsibili-
ty to make full use of it) would eliminate most benefit from the automation1. 

2 The Problem of Transparency 

In earlier work [2], we formulated a concept of the relationship and tradeoff between 
human cognitive load, unpredictability to the human in automation behaviors and the 
achieved competency of the overall human-automation system (that is, performing 
correct behaviors in context). See Figure 1. Very frequently, we implement automa-
tion with the objective of achieving greater competency (the ability to achieve more 
behaviors more accurately, precisely or rapidly, etc.)—this corresponds to expanding 
the length of the triangle base. The relationship to the other legs of the triangle, how-
ever, illustrates two additional principles. First, that an increase in competency can 
only be achieved via an expansion of one or the other (or both) of the other two di-
mensions. Second, that a given level of competency can be achieved in a variety of 
ways that will differ in impact on workload and unpredictability.  

Competency is 
achieved by giving the 
responsibility for 
monitoring, assessing 
and making decisions 
and executing actions 
to some agent—either 
human or machine. If 
the added responsibili-
ty (and the correspond-
ing added tasks) for 
performing these steps 
are all given to the 
human, then clearly, 
added workload will be 
the result. If those added responsibilities are given to automation, the human cognitive 
load will not increase, but the knowledge, awareness and control which comes from 
performing those tasks will also not accrue to the human. If the human is required to 
maintain awareness of everything the automation is sensing, assessing and deciding, 
as in a fully “transparent” system, then awareness will not decrease, but the human 
will have performed at least all of the cognitive work that s/he would have had to 
perform to achieve the task in the first place. In short, for competency increases with-
out cognitive workload increases, it is inevitable that some of the sensing, assessing 

                                                           
1  There are exceptions to this general formulation. Some automation enables performance at 

times or places where humans cannot. It might well be acceptable to use “transparent” au-
tomation in the sense described above in situations hostile to human presence, but where 
sufficient time and human resources are available to fully understand everything the automa-
tion is doing—such as in Martian rovers and nuclear reactor maintenance. 
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Fig. 1. The spectrum of tradeoffs between competency, work-
load and unpredictability (from [2], used with permission) 
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and deciding activities be taken out of the human’s hands—that is, they must be “ob-
scured, not “transparent” in the sense above if any cognitive work is to be saved.  

We have not previously considered the meaning of the height of the triangle, but it 
seems reasonable that it represents an abstract measure of work complexity: the 
amount of cognitive work which must be done by someone (humans or automation), 
for the level of competency. Work complexity is probably not as independent of the 
competency dimension as implied by the triangle figure—a point at which the analo-
gy breaks down. Work may be made less complex by better system design, reduction 
in the number of interacting components, etc.—and such reductions can reduce both 
human cognitive workload and system work producing unpredictability. For example, 
by most accounts, jet engines are less complex than traditional piston driven turbines 
because there are fewer moving parts. This implies that to be fully aware of the state 
and behaviors for operating a jet engine is “simpler” than for a piston-driven turbine, 
whether it is a human or automation doing it.  

Transparency in a human-automation system is essentially the opposite of the un-
predictability leg of the triangle in Figure 1 and, therefore, “transparent design” would 
imply striving to minimize that leg. As for competency though, for a given level of 
work complexity, this can be accomplished only by reducing either human cognitive 
workload or the competency of the overall human-automation system, or both. If the 
goal is to preserve overall system competency and if no reduction in the underlying 
work complexity is possible, then the only way to accomplish that while concurrently 
reducing unpredictability is by increasing human cognitive workload.  

A pair of objections to this reasoning seems valid. First, this reasoning only applies 
to cognitive workload. Some automation performs mainly or solely physical tasks. 
Reducing unpredictability through increased transparency for such a system would 
still increase the human’s cognitive load, but there could be substantial savings in 
physical workload. Second, one might object that “transparency” does not refer to the 
human’s need to be aware of all operations of the automation concurrently, but only 
to the availability of that information. Automation should be transparent, but the hu-
man has to decide when and what to look at. I would agree that removing the need 
that the human maintain awareness of everything avoids the problems above, but 
relaxing that requirement begs the question of how to design, select and train the hu-
man-automation system to afford the right kind of awareness for good performance 
and safety. We will advance some thoughts on that in the next section below. 

3 Practical Transparency—The Role of Delegation 

So if “transparency” cannot, practically speaking, mean that the human knows every-
thing about what the automation is doing, then what can or should it mean? Chen, et 
al., [3] define automation transparency as “… the descriptive quality of an interface 
pertaining to its abilities to afford an operator's comprehension about an intelligent 
agent's intent, performance, future plans, and reasoning process.” If this cannot rea-
sonably mean full awareness of all these elements, then the emphasis is on “operator’s 
comprehension” and the key question becomes how much and what type of awareness 
is necessary to promote comprehension in a multi-agent system? 
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This question requires a decision about the roles and relationships of the system’s 
actors. Most current and near-future visions of human-automation interactions leave 
the human in charge of automation in a supervisory control relationship [4]—that is, 
both responsible for directing the automation and for ensuring all functions are ac-
complished. This relationship demands more awareness of a greater range of func-
tions than other possible ones, and it is subject to the fundamental limitation described 
above: the human cannot be aware of everything the system is doing if any cognitive 
workload is to be saved. Humans in supervisory positions exert control through dele-
gation—the act of giving instructions or orders that the subordinate is expected to 
attempt to follow and perform, with some reporting throughout execution and discus-
sion when compliance with the directives are difficult, impossible or sub-optimal.  

In multiple efforts, we have explored enabling humans to express intent and dele-
gate to subordinate automation with the same flexibility possible in human supervi-
sory control [2,5]. We use the metaphor of a sports team’s playbook. Our Playbook® 
systems allow humans and automation to share a conceptual, hierarchically-structured 
framework for the goals and methods of a pattern of activity (a “play”) and to dele-
gate instructions and discuss performance within that framework. 

Flexible delegation achieves adaptable, rather than adaptive, automation [2]. To 
achieve a greater range of competency from automation than available in traditional, 
static automation, researchers turned to adaptive automation approaches [6], which 
exhibit a wider variety of behaviors but which leave decisions about when and how to 
shift behaviors to the automation itself. By contrast, in adaptable automation, the 
human initiates behaviors by “delegating” at flexible levels of specificity; automation 
is then responsible for planning and executing within the delegated instructions. 
Adaptive automation is targeted at saving the user workload and may result in supe-
rior performance in some contexts, but when the user and automation are at odds as to 
what should be done, the human has little opportunity to influence, override or even 
understand the automation and may end up “fighting” it for control.  

We have argued for adaptable approaches [2] in most contexts due to this potential 
for mismatch. Adaptable, delegation approaches have been shown to result in im-
proved overall system performance when examined across unpredictable and/or un-
expected contexts [7] and reduced human workload relative to adaptive systems in 
some circumstances [8]. There is also reason to believe that the act of expressing in-
tent is an important part of the naturalistic decision making process [9], serving to 
“crystalize” intent for both the declarer and the hearers. Moreover, the process of 
declaring intent to subordinates should facilitate situation awareness of what the sub-
ordinate is doing (alleviating the ‘what is it doing now’ problem [1]) and even, poten-
tially, improving trust accuracy by providing the “truster” with an explicit, declared 
intent to evaluate the “trustee’s” performance against. Many of these effects have 
been observed for adaptable automation approaches in recent studies [7,8,10,11]. 

The question considered below is whether intent declaration and intent-focused in-
teractions inherent in delegation systems may have an impact on “transparency” and 
transparent design. Since the key is to convey information which will “afford operator 
comprehension” as appropriate to the operator’s role as the supervisor in a supervi-
sory control system, delegation informs the behavior expected of the subordinate. 
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3.1 What Is Delegation? 

Collaborative interactions in work domains are primarily about intent—to perform an 
action, use a resource—and the need or desire to notify others, receive permission, 
elicit cooperation, report status, etc. against it. When the operator is a supervisor, 
these interactions become instructions (as Sheridan defines for supervisory control 
[4]) with an expectation of compliance. This is delegation. 

Intent may be expressed in one of five ways (cf. Table 1). The supervisor may ex-
press a goal (a world state) to be achieved or a plan (a series of actions) to be per-
formed. Constraints and stipulations on actions, methods or resources to be used may 
also be expressed. Finally, less specifically, the supervisor may also express values or 
priorities. These refer to the relative goodness or badness of states, actions, resource 
usages, etc. if they are achieved or used. These methods are rarely mutually exclusive 
and may be combined to achieve various methods of delegation as appropriate to the 
domain, and the capabilities of both the supervisor and subordinates.  

Delegation is inherently hierarchical. Goals and tasks are composed hierarchically 
in a causal means-ends fashion—as expressed in traditional task analysis techniques 
[12]. Our Playbook implementations have used this structure to facilitate optional 
operator input in a 
fashion that enables AI 
planners to create plans 
adhering to both the 
shared play definition 
and to any additional 
stipulations the opera-
tor provides [2]. Even 
delegation interactions 
which center on re-
source usage also participate in hierarchical decompositions along part-whole dimen-
sions—such that resources are usually parts of larger wholes, and may involve de-
compositions into smaller sub-parts.  

Thus an act of delegation expresses the operator’s intent for a constrained, but still 
under-specified, set of behaviors, expressed either implicitly or explicitly, to be ac-
complished by one or more subordinates. This expression of delegated intent, we ar-
gue, frames the interaction and helps to determine the kinds of information which will 
“afford operator comprehension” in a transparent system—in ways discussed below. 

3.2 Delegation, Situation Awareness and Trust—The “Intent Frame” Effect 

We argued, in [2], that any workload savings from efficient automation design could 
be devoted to maintaining or achieving better overall situation awareness about the 
context of use. While true, this phenomenon is partially countered by the unpredicta-
bility effect (described above) resulting from giving tasks to subordinates who, almost 
inevitably, must also be accorded some autonomy in their performance.  

Table 1. Five methods of intent expression in delegation 

Supervisor Method Subordinate Responsibility

Goal Achieve goal if possible; report if incapable

Plan Follow plan if possible; report if incapable

Constraint Avoid actions/states if possible; report if not

Stipulation Achieve actions/states if possible; report if not

Value Statement Work to optimize value
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Situation Awareness (SA), as traditionally defined and measured [13], refers to all 
situational knowledge required to perform one’s job. Knowledge specifically about 
what a subordinate is doing and why is surely part of that set, but it is more specific 
and subject to different influences. SA reduction specifically about delegated tasks is 
tolerated, even embraced, in exchange for competency improvements and/or work-
load reductions as discussed earlier. That said, the reduction in automation-related SA 
can differ in different human-automation interactions. In adaptive or traditional auto-
mation, behaviors are disconnected from human intent and therefore, an additional 
element of unpredictability enters into the human’s experience. This is summed up in 
Sarter, Woods & Billings [1] work on “automation surprises”—instances in which 
non-transparent automation does unexpected, difficult-to-explain things. While trans-
parency can alleviate automation surprises by giving humans insight into what the 
automation is doing, this comes at the expense of cognitive workload—since it  
requires the human to monitor and interpret those interfaces. This is akin to having  
a subordinate who one has to watch all the time to make sure what s/he is doing is 
appropriate.  

Delegation provides another way. By tasking the subordinate, the act of delegation 
provides an Intent Frame that expresses and defines expectations about the subordi-
nate’s behavior for both parties. In communication, this frame explicitly details what 
the supervisor expects the subordinate to do, therefore that aspect of SA should im-
prove for both parties. But delegation also helps awareness and interpretation of ob-
served subordinate behaviors as well because it creates a cognitive expectation about 
what the subordinate is supposed to do. If a task (or “play”) is delegated, then certain 
behaviors are expected and others are not. This framing narrows the set of behaviors 
that need be attended to by the superior: instead of checking to see what behaviors, 
from all possible ones, the subordinate is doing, s/he may simply check to see whether 
the subordinate is doing what was expected or not. Even unanticipated behaviors can 
be interpreted more directly for whether they are reasonable within the intent instead 
of for what they could possibly accomplish. In short, explicitly delegated intent shifts 
the operator’s task in monitoring and interpretating automation from one of “what is it 
doing now?” to a cognitively simpler one of “is it doing what I told it to do?” 

The same Intent Frame effect likely has an impact on trust formation. Lee and See 
[14] define trust as “…the attitude that an agent will help achieve an individual’s 
goals in a situation characterized by uncertainty...” (p. 51). Thus, delegation impacts 
trust by making it clear(er) to both parties what those goals are. While this may or 
may not lead to increased trust depending on the subordinate’s behaviors, it does 
“sharpen” the test for trust and should, therefore, speed trust tuning [cf. 15].  

These hypothesized effects on trust and automation-specific SA have largely not 
been tested directly, but there is some indirect support for them. Several studies [8,11] 
report improved performance and/or faster response times on secondary tasks when 
using adaptable delegation—which might imply either improved SA or reduced work-
load or both, though the former was not explicitly measured. In [8], experimenters 
conducted a direct comparison of adaptive vs. adaptable automation on tasks repre-
sentative of multi-UAS operations, and reported higher subjective confidence ratings 
(a loose analog for trust) under adaptable vs. adaptive control. Finally, Layton, Smith 
and McCoy [16] had pilots interact with three kinds of automated route planning sup-
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port in a commercial aviation context: a “low” automation level where operators 
sketched routes and automation computed route details such as fuel consumption and 
arrival times, a “high” level providing expert system-like support proposing a single 
complete route to the pilot, and an “intermediate” level where the pilot had to request 
a route with specific constraints (e.g., ‘going to Kansas City and avoiding Level 3 
turbulence’) before automation developed it. Pilots with the intermediate and high 
automation levels explored more routes because manual sketching was too difficult to 
allow much exploration, but with full automation, users tended to accept the first 
route suggested without exploring it or alternatives deeply. Particularly in trials where 
automation performed suboptimally (e.g., failing to consider uncertainty in weather 
predictions), humans using the intermediate level produced better overall solutions. 
Although SA was not directly assessed, this suggests that pilots were most able to 
bring their own knowledge to bear, and most aware of the automation’s plans when 
they explicitly instructed it as to what they needed. 

3.3 Delegation and Dialog Framing—Improvements in Communication 

While the prototypic delegation interaction is the supervisor conveying intent to the 
subordinate, other interactions flow from both parties. Delegation dialogs, and the 
hierarchical structures which underlie them, also serve to frame and facilitate com-
munication from automation to the supervisor in a variety of ways and are therefore 
relevant to transparency, as will be discussed for a suite of different technologies 
below.  
 
“Explanation” and Negotiation through Relaxed Constraint Planning. “Transpa-
rency” in human interactions is greatly facilitated by natural language explanations, 
but human-understandable explanation of the complex reasoning of a mathematical 
control or symbolic logic system has been a canonically difficult problem in Artificial 
Intelligence for decades [17]. Furthermore, explanation is a key to effective, multi-
dimensional negotiation since it facilitates understanding of the parties’ goals and 
identification of potential tradeoffs they may be willing to make. 

In one Playbook® implementation, we provided a simple explanation and negotia-
tion approach integrated with our automated planner [18]. Prior Playbook versions 
had simply tried to create an executable plan given the supervisor’s instructions. If 
this failed, the system reported the failure but did not otherwise indicate why the us-
er’s instructions were impossible. This is akin to a subordinate who, responding to 
instructions, says simply “I can’t”—a non-transparent (and unhelpful) behavior. To 
improve, we implemented a “Relaxed Constraint Planning” (RCP) approach. Under 
RCP, when the system receives instructions it cannot achieve, instead of responding 
“I can’t” it seeks to progressively relax constraints until a valid plan can be provided. 
This now is akin to saying “I can’t do that, but here’s something close I can do. 
How’s this?” This has many benefits, including a form of increasing transparency. 
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RCP not only provides a valid plan that can be executed immediately, it also gives 
insight into what the subordinate system had to change to achieve performability. If, 
say, the system had to arrive later than requested, the user can decide whether relax-
ing a different constraint (say fuel consumption) is preferable. Thus, RCP can serve as 
the first “move” 
in a negotiation 
process. Con-
straints in our 
initial RCP 
system were 
relaxed via an 
ordered list of 
static priorities, 
but this could 
be both more 
dynamic and 
knowledge-
based. Com-
munication of 
multiple alter-
natives and/or 
visualization of 
the effects of 
alternate constraint dimensions would speed the “negotiation” process by increasing 
transparency to the system’s underlying reasoning system. Importantly, however, 
framing this negotiation in a task-based delegation process keeps the goals and methods 
grounded in a shared understanding of possible approaches. 

Policy Visualization. Particularly for policy and values (cf. Table 1), delegation offers 
another method to support explanation and negotiation. If a supervisor provides an 
explicit (and, ideally, quantified) set of policy statements about conditions or ap-
proaches with associated values, then plans and projected outcomes can be evaluated 
against them and the results shown in a variety of ways ranging. We used this ap-
proach in a prototype system developed for dispatchers in commercial airlines [19] 
who must make decisions about where to divert airplanes when they, unexpectedly, 
cannot make their destinations (e.g., due to weather events, etc.). These diversion 
decisions can affect many stakeholders in the organization, each with differing priori-
ties. Worse, values change in different contexts—e.g., during holidays. Finally, dis-
patchers have ~5-15 minutes to make decisions that can affect many flights and it is 
exceedingly difficult to maintain awareness of the priorities of all stakeholders.  

By capturing a numerically-weighted value for each state of concern and “bun-
dling” these policies by stakeholder, we provided optimization functions that could 
serve to visualize the good or bad aspects of potential outcomes or, with a search 
algorithm, to generate criteria-optimized outcomes. Separating policy statements by 
context and by stakeholder allows the dispatcher to assert or weight different policy 
bundles. As plans are developed, they can be reviewed against values either separate-

Icons color coded 
for policy violations

Individual policy 
Violations reported

 

Fig. 2. Implemented policy visualization system 
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Fig. 3. Notification point behaviors showing (a) insertion of a 
point, and (b) activation of the point when reached by the 
UAS 

ly (to determine effects on different stakeholders) or in aggregate. Policy bundles can 
be weighted differently to reflect permanent or temporary variations in the importance 
of different stakeholders. Figure 2 illustrates an implemented prototype, developed by 
Honeywell Laboratories, using this approach for visualizing alternate dispatch plans.  

In short, policy value statements, especially if “bundled” by various concerns, ena-
ble rapid conveyance of how well alternate plans do against the values, how specific 
policy concerns are contributing to that value, which concerns are satisfied more or 
less, etc. Insofar as automation is creating or critiquing plans for a supervisor, such 
reports can go a long way toward transparently conveying the automation’s reasoning. 

Information Expectations from Delegation. Delegation and negotiation produce an 
agreed-upon plan that carries assumptions about what should be communicated back 
to the supervisor—under normal and abnormal circumstances. These expectations do 
not promote full transparency so much as principled information reduction to satisfy 
Chen, et al’s goal of “operator comprehension” while maintaining reasonable work-
load. This principle manifests in various ways, many of which have been explored as 
part of the Flexible Levels of Execution—Interface Technologies (FLEX-IT) project 
[4]. FLEX-IT is developing an adaptable delegation approach to controlling multiple 
UASs via highly flexible automation interactions—from manual flight control to high 
level, multi-vehicle play calling, all via multiple interface modalities. 

First and most obvious, as part of the act of delegation, the supervisor may explicit-
ly include instructions about reporting. FLEX-IT uses versions of this approach via 
incorporating “decision” and “notification points” in plays. These are “points” tied to 
absolute or route-based geographic locations (or, potentially, to temporal- or event- 
based “points”) at 
which the subordinate is 
to report to the supervi-
sor (for notifications) or 
ask for further instruc-
tions (decisions). In 
essence, they permit the 
supervisor to say “Do 
X, and when or if Y 
happens, let me know 
[ask me what to do 
next].” Figure 3 illu-
strates a notification 
point from FLEX-IT. 

Beyond explicit in-
structions, FLEX-IT also 
uses delegated activities  
as a “vocabulary” to 
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Fig. 4. Activities Panel showing vehicles allotted to specific tasks and under “Short Term” 
control (available) 

facilitate and organize information exchange. FLEX-IT initially organized information 
and status presentations around the individual vehicles being controlled—a typical 
format for Air Force displays—but it became clear with multiple vehicles involved in 
different tasks that organization around the task itself was at least as useful. Thus, in 
addition to the typical map display, we added an “Activity Panel” which organized 
vehicle icons by the activity they were engaged in, presented task-relevant status of 
those vehicles (e.g., whether they were currently in position to transmit imagery for a 
monitoring task), provided links to more detailed information about the task and, 
potentially, to temporal views of task performance, etc. (See Figure 4). The human or 
automation could move vehicles from task to task within the Activity Panel. The mo-
tion itself was salient, helping to mitigate change blindness, thereby maintaining SA 
about who was doing what. Vehicle tasks were also reflected by icons and glyphs 
(e.g., a shared, multi-colored ring icon to reflect vehicle monitoring ranges in a shared 
monitoring task) and could be extended to reflect task status (e.g., on time or not). 
Finally, the vocabulary of task labels also served multiple purposes in the design of 
multi-modal interactions—allowing operators to designate a group of UASs to halt or 
modify their stealth profile by referencing their shared task or by using the sub-task 
decomposition as an underlying structure for sketch and speech interactions (i.e., 
“Ingress like this [sketch route], then monitor here [touch] using this pattern 
[sketch]”).  

A final use of the delegation interaction to manage information flow is more subtle 
and largely untried to date. We have created dynamic information management sys-
tems in the past (e.g., [20]) which were essentially adaptive automation for an opera-
tor’s displays. Our approach has been to represent information needs abstractly for the 
types of tasks an operator is likely to perform and then, either through inference or 
explicit declaration, assess the tasks that are actually being performed from moment to 
moment throughout the mission. Available displays are then configured to supply as 
much as possible of the set of information needs for those tasks. A similar approach 
could be formulated for adaptable automation by developing heuristics for how to in-
terpret delegated instructions in terms of their information reporting requirements. For 
example, it seems reasonable that supervisors will want to be informed of task comple-
tion and of any circumstance that makes task completion impossible. Resource  
consumption (including time) is probably not important information to report if it is  
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proceeding as expected in the agreed-upon plan. For example, a vehicle performing a 
steep dive is not overly noteworthy if the plan included that action, but is highly note-
worthy if it did not. When deviations are expected to exceed a pre-defined threshold, 
however, then reporting becomes important. For specific resources (e.g., a vehicle that 
the supervisor is holding in reserve, entering a restricted airspace) or specific actions 
(e.g., firing a munition, decreasing stealth by descending below a specified altitude), 
notification might always be required. We have not worked out this method complete-
ly, but we believe a reasonable and general approach to information reporting could be 
built around delegated task heuristics such as these. 

4 Conclusions 

In the multiple examples provided above, we have illustrated how taking a “delegation 
perspective” on the concept of transparency may lead us out of the impossible and 
counterproductive attempt to achieve “full transparency” and toward a more productive 
goal of conveying specifically what is necessary to “afford operator comprehension”  
of the behavior of a subordinate. Furthermore, we have argued for how task-based 
delegation can frame the human-automation interaction both to improve communica-
tion to and comprehension of the automated subordinate, but also to improve and tune 
communication, expectations and interpretations for the supervisor. It does this by 
establishing an “Intent Frame” between the supervisor and subordinate (and, at least as 
important, within the mind of the supervisor) which serves to restrict the space of  
what must be communicated and shape and speed the interpretation of that which is 
communicated. While much of what is argued above remains to be proven, it seems to 
flow reasonably from the nature of delegation interactions in both human-human and 
human-automation interaction.  
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