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Abstract. In this position paper, we propose a new approach to privacy 
decision-making that relies on conceptual representations of mental models. We 
suggest that helping users to construct mental models of privacy will facilitate 
privacy decisions and hence contribute towards usable privacy. We advance 
that usable privacy research will benefit from qualitative and quantitative user 
studies that first elicit users’ mental models of privacy and second aim to build 
a composite model of the concept maps of users’ mental models. The links 
between the concept maps and deductive and inductive reasoning, and System 1 
and 2 of the dual-process theory, are thought to potentially provide valuable 
insights for future usable privacy research. We also propose that the composite 
model might provide routes to privacy decisions and enable us to develop 
strategies akin to nudges aimed towards facilitating privacy behaviour. 

Keywords: Usable privacy, mental models, dual-process, System 1, System 2, 
deductive, inductive, privacy decision-making. 

1 Introduction  

A privacy dichotomy is often observed online that is although users have privacy 
concerns, observed online behaviour often does not match their claimed concerns 
[1,2]. An explanation for the dichotomy could be that the increasing use of the 
Internet and accompanying technologies in society is blurring the distinction between 
the public and private online leading to fuzziness when evaluating privacy. This in 
turn contributes to the difficulty in making privacy decisions, an issue that is not 
corroborated with the offline world.  

Online privacy designs vary with contexts and include two main approaches. First 
the privacy-by-policy approach that provides notice and choice, such as via the 
privacy policy in E-Commerce and second, the privacy-by-architecture approach that 
targets privacy protection at the design phase through minimisation of data collection, 
anonymity and unlinkability of individuals [3]. This approach is also referred to as 
privacy-by-design [4,5]. The privacy-by-policy approach is often found to be too 
legalistic, confusing, un-usable and, at best, a substitute for more meaningful privacy 
protection [6]. It relies on the self-regulation approach [7] that views privacy as a 
commodity that can be traded in the market place. The self-regulation approach 
assumes rational behaviour from users who are expected to conduct a risk assessment. 
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The evaluation of one’s privacy and associated risks and benefits requires high 
cognitive effort and rational decisions that conflict with research on psychological 
biases and attributions that underpin the behaviour of individuals [8]. The privacy-by-
design approach aims to enable users to protect their privacy by providing appropriate 
tools including access control, encryption and anonymous credentials mechanisms. 
While these abstract the technical complexity such as through eIDs, users still need to 
have transparent choices and be able to engage in an intuitive way. 
 

 

Fig. 1. The Dual-Process Model 

Therefore, whilst privacy evaluation is embedded within social behavior offline [9] 
and can be thought to be part of effortless interactions, in the online environment 
users are expected to make complex decisions. These decisions may be governed by 
different cognitive processes, for which we introduce the dual-process model as 
abstraction, that distinguishes between effortless intuitive and effortful analytical 
cognition. Hence, investigation into the type of thinking users engage in can provide 
valuable insights for usable privacy research. Moreover the human-computer 
interaction (HCI) community believes that users build and use mental models to guide 
the way they learn and interact with computers [10]. Research has previously tapped 
into conceptual representations of mental models to help users better understand and 
predict system behaviour [10,11,12].  

In the following sections we first provide an exposé that highlights the differences 
in modes of offline versus online privacy with the help of the dual-process model. 
This is followed with a review of mental models literature, of the use of mental 
models in HCI and existing privacy and security research’s links with mental models. 
We then establish our research questions and elaborate on approaches to elicit, 
analyse and represent mental models of privacy while proposing links with deductive-
inductive studies and findings. We suggest investigations of the effects of privacy 
mental models on users’ dual-process thinking methods. We discuss how our 
approach aligns with established mental models research together with the usefulness 
of mental models for usable privacy research before concluding the paper. 

2 Background 

In this section we first discuss the links between online and offline privacy with dual-
processing modes of thinking and decision-making. Second we review mental models 
literature, and in particular its use within HCI. This section ends with a brief of 
previous mental models research related to privacy and security. 
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The Dual-Process Model. In our approach to systematically analyse privacy 
decisions we use the so called dual-process model as a basis (see Figure 1), which is 
used within cognitive psychology literature to explain that people have the ability to 
employ dual-process thinking and reasoning [13,14,15,16]. The model states that 
there exist two systems in human cognition, called System 1 and System 2. System 1 
is effortless and includes intuitive operations; System 2 is effortful and includes 
analytical operations. System 1 facilitates many automated processes of cognition 
including processing of visual input and cues and aims to create a coherent 
representation and interpretation of the world. System 2 is often described as ‘lazy’ as 
it only intervenes at times, by endorsing, correcting or rejecting decisions. 

Privacy in Relation to the Dual-Process Model. Privacy is a concept with behavioural 
dimension in that individuals dynamically manage their privacy according to different 
situations in social life. Whilst users are able to manage their privacy effortlessly 
offline, in the online environment they are expected to make complex decisions [7]. 
Privacy enables a dialectical state [9] that allows individuals to be both connected and 
autonomous. The interplay of needing both privacy and openness influences the 
decisions individuals make about the way they manage their information. As a 
consequence, they do not usually require complete privacy. Rather, they are happy to 
share information with others as long as certain social norms are met, that is contextual 
integrity of the shared information is maintained [17]. Therefore individuals’ privacy 
requirements vary according to contexts and over time and are very much linked to how 
people present their identity. Privacy elaboration offline is implicit within behaviour 
[18,9] and by conjecture happens intuitively and effortlessly, linking offline privacy 
decision-making to System 1 method of thinking which is quick and automatic 
[13,14,15,16]. System 1 uses associative memory to help construct a coherent 
interpretation when making sense of the world in an instantaneous and effortless 
fashion. During associative activation, evoked ideas trigger other ideas in a spreading 
cascade of mental activity that is bounded together by coherence. Each element of the 
association connects, supports and strengthens each other and can in turn quickly 
generate emotions and expressions or behaviour [16]. 

However in the online environment the focus of interactions is often explicitly on 
the primary task making privacy the secondary goal. To make a correct privacy 
evaluation online that adheres to offline privacy decision-making, users need to fully 
assimilate what personal information is shared to whom in which manner, who will 
own the information, what does disclosing personal information in a particular 
context means that is how it affects their self-presentation [19], how it relates to or 
modifies their identity [20], whether there is a risk of conflict between roles played by 
identities and how to resolve these conflicts. Current designs expect users to 
understand what privacy mechanisms are available at their disposal and how to use 
these to their benefit. Therefore online privacy designs also expect users to elaborate 
about their privacy by allocating attention to the effortful mental activities that 
demand to consciously reason and construct thoughts in an orderly series of steps that 
is via System 2. System 2 helps to follow rules, compare objects on several attributes 
and to make deliberate and systematic choices [16]. 
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Individuals make countless decisions involving various thought processes every 
day. These decisions can range from ones that are barely noticed and soon forgotten 
to others that are highly consequential. The classical view of decision-making in 
literature refers to ‘rational theory of choice’ that postulates that individuals have 
orderly preferences that obey certain rules [21]. Therefore when faced with making a 
choice, decision makers are assumed to gauge subjective utility and to choose the 
alternative with the highest utility. In the event of uncertainty about the outcomes, 
decision makers are believed to calculate an option’s expected utility. However this 
standard view is an inadequate model of how decisions are actually made. Models 
that account for a variety of human resource constraints such as bounded attention 
and memory capacity and limited time have instead been proposed including prospect 
theory [22] and status quo or regret theory [23]. Moreover, individuals’ preferences 
are heavily shaped by particular perceptions of risk and value, by influences on 
attribute weights, by the tendency to avoid conflicts, by salient factors and emotions 
leading to the literature on judgment and decision-making and heuristics and biases 
[16]. As shown in Figure 1, System 1 quickly proposes intuitive judgments to 
problems as they arise and System 2 monitors the quality of these proposals that it 
may endorse, correct or override [24]. Since the capacity for mental effort is limited 
[25], effortful processes tend to disrupt each other whilst effortless processes neither 
cause nor suffer much interference and the effect of concurrent cognitive tasks can 
provide a useful indication of whether a mental process belongs to System 1 or 2.  

Mental Models. Mental models are ‘small-scale models’ of reality constructed by the 
mind to help anticipate events, to reason and underlie explanations [26]. They are 
therefore internalised, mental representations of a device or idea that facilitates 
reasoning [27]. Johnson-Laird developed the mental models theory that explains 
deductive and inductive reasoning [27,28]. Although the theory has suffered 
criticisms [29], it is still considered an important part of mental models research and 
has been linked to dual-process approaches through conditional reasoning [30]. This 
sub-section reviews these aspects of mental models and introduces means that help 
users form mental models, and methods of eliciting, analysing and representing 
mental models that are further explored in later sections. 

The mental model theory makes several assumptions aimed at relieving the load 
models place on working memory [31]. During reasoning, individuals can understand 
the meaning of assertions, envisage corresponding situations and ascertain whether a 
conclusion holds in them. Mental models theory however postulates that reasoning is 
not based on syntactic derivations of logical forms but rather on manipulations of 
mental representations of situations [32,33] that yield both deductive and inductive 
inferences [34].  

Deductive reasoning involves making inferences on the basis of some given 
premises: a conclusion must be true given that the premises are true. Mental model 
theory postulates that deduction is a semantic process akin to the search for 
counterexamples that does not increase semantic information. Deductive mental 
models include logical and causal mental models [35]. Causal models differ from 
logical ones by drawing on information in long-term memory structures as opposed to 
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logical models that are created on the spot and only involve information active in 
working memory [35].  

Compared to deduction, induction is a process that increases semantic information. 
Given a set of premises, inductive conclusions might go beyond what is given in the 
premises to eliminate possibilities. Johnson-Laird postulates that since induction 
depends on knowledge, it is constrained by availability and representativeness 
heuristic [36]. Moreover, some inductions are implicit in that they are rapid, 
involuntary and unconscious whereas others are explicit having slow, voluntary and 
conscious properties. Mental models theory has suffered criticisms such as for 
example Evans et al. [29] argue that the mental models theory for conditional 
reasoning [37] is flawed for not accounting for suppositional theory. Gauffroy and 
Barouillet [30] propose to resolve the theoretical conflict by differentiating between 
two kinds of reasoning and links to a dual-process theory that integrates heuristic-
analytical modes within conditional mental model theory [38].  

A variety of methods exist for forming, eliciting, analysing and displaying users’ 
mental models as reviewed by Sasse [39]. Analogies that are types of similarities in 
which analogous situations share common patterns of relationships [40] and 
metaphors that use the same principle but involve semantically distant domains [10] 
can be used to help users form mental models. Although users’ mental models can be 
elicited via interviews or think aloud methods, the concepts and relations between the 
concepts present within users’ mental models need to be identified and extracted to 
depict users’ mental models. Concept mapping is one such approach that can show 
concepts as vertices and relationships as edges within a graph that can be directed, 
weighted or labelled or a combination of these [41]. Exploration of the concept map 
could give an indication of the thought processes or reasoning approaches users are 
engaged in. A more detailed discussion of these methods is provided in the following 
sections.  

Mental Models in HCI. In HCI, models are used for various purposes and Norman 
[10] offers some distinctions between the different models of a system including the 
target system, the conceptual model of the target system, the system image, users’ 
mental models and scientists’ or researchers’ conceptualisation of a mental model. 
The system image can be thought to have the most direct and immediate influence on 
the user since it is through the systems’ image, its appearance and behaviour that the 
user interacts with the system.  

It is thought that users build and use models to guide the way they learn and 
interact with computers. Mental models enable them to predict and explain the 
operation of a target system through internal representations of themselves and the 
objects they interact with [10]. Evidence suggests that giving users a conceptual 
model of a system before using a system or rather than procedural instruction 
enhances user learning with the model suggested to serve as a knowledge organiser 
that prevents confusion and promotes understanding of the system [11,12]. Users 
given models also perform better in complex tasks compared to those not provided 
with a model [11] and are expected to be more apt at troubleshooting and problem 
solving [42].  
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Mental Models in Privacy and Security. Analogies and metaphors function as tools 
of thought that help structure unfamiliar domains [40] and are useful when forming 
mental models. Metaphors have been proposed in privacy research, for instance 
Lederer et al. [43] proposed a ‘situational faces’ metaphor that aims to provide 
guidance for supporting notice and consent. Richter-Lipford et al. [44] proposed the 
‘audience-view’ metaphor to help users form a model of the recipients of their 
information disclosure in Facebook. The Primelife project explored approaches to 
help users form mental models of the data minimisation property of the concept of 
anonymous credentials [45]. Although the research found that an adapted card-based 
approach metaphor evoked better mental models of anonymous credentials there was 
also a suggestion for the need for a better design paradigm to improve user 
understanding [46].  

Moreover, metaphors are often used within information security to communicate 
risk to users. Camp [47] reviews metaphors currently in use within security including 
the physical security model through control of perimeters, the medical model that 
refers to worms and viruses, the criminal model with reference to malicious codes and 
breach, the warfare model with the idea of firewalls and DMZs and vulnerabilities 
leading to downtimes and failures such as through denial of service akin to a market 
model. They also recommend the need for further mental models research in the area 
of privacy and security. 

3 Research Questions 

In light of the previous sections we propose research in the area of mental models for 
online privacy. We believe such approach will contribute to the research space 
covering effectiveness and usability of online privacy.  

Since mental models are small-scale representations of reality consisting of 
relations and semantic information about objects, we believe it will help to address 
the gap in usable privacy research by assisting to channel user perceptions, to form 
judgment and to guide decision-making. The conceptual representations of mental 
models will help users better understand how the system works and enhance their 
ability to predict system behaviour and in doing so help them towards making 
intuitive judgments. We first assume that System 1 and System 2 of Figure 1 can be 
active concurrently during privacy decision-making. The contribution of the two 
systems in determining judgments can depend on task features (such as the type of 
privacy design including the system image characteristics), characteristics of tasks 
privacy evaluation is secondary to (such as online shopping, social networking or 
micro-blogging) and individual characteristics such as time available for deliberation, 
mood, cognitive impulsiveness, intelligence. As System 2 monitors the proposals 
made by System 1, it can endorse it or expend mental effort to evaluate the context 
such as by comparing models, analysing and discarding unmatched models, and 
restructuring and ameliorating existing models. Moreover as evidenced with chess 
masters who perform more intuitively with experience [48], by conjecture we propose 
that users will be able to more intuitively identify privacy design models with 
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experience. Thus our main research question is: ‘how do mental models of privacy 
affect privacy decision-making?’ The question includes mental models derived via 
inductive or deductive reasoning and judgments involving System 1 or 2. Our 
research problem therefore involves the need to: establish the contents of mental 
models, the concepts comprised in users’ models and their relationship for different 
privacy design approaches and contexts; analyse the models with respect to strength 
and weights of connections, the type of reasoning involved, effort required, and 
compare with expert models; develop a composite conceptual representation of 
mental models that can potentially show different links to decisions; make use of the 
composite model to infuse designs with triggers and interventions aimed at enhancing 
usable privacy; and investigate the effect of particular interventions on performance 
(such as the number of errors in understanding privacy operations, users’ feeling of 
certainty, type of privacy related behaviour), user effort required and reasoning 
approach used. 

4 Mental Models of Privacy 

In this section we first look at methods for eliciting mental models of privacy 
followed with analysis methods and approaches to represent conceptualisations of 
users’ mental models. We also propose study designs aimed at assessing the impact of 
the conceptual representation of privacy mental models or of links within the 
conceptual representation that can act as triggers. 

User Mental Models of Online Privacy. As privacy designs are often claimed to be 
un-usable, determining the contents and structure of users’ mental models of different 
privacy designs could lead to in-depth understanding of privacy HCI. This could hint 
to ways of tuning the system image to users’ expectations and potentially enhance 
their predictive power. Users’ mental models have been gathered before via a variety 
of methods including interviews [41], problem-solving tasks, teach back procedure 
[49] or having users draw their mental models [50]. The quality in terms of 
complexity and structure of the model elicited can be thought to be primed by data 
collection design including the type of questions set to study participants (such as 
open versus closed-ended questions), the content of the questions (such as whether 
privacy is explicitly mentioned), the task associated with the information gathering 
process and potentially other heuristics. Therefore data collection methods for privacy 
mental models might benefit from a mix of approaches that generate rich indicative 
data that informs research on better suited approaches to design specific user studies. 
For instance interviews might be linked with structural knowledge elicitation [51] or 
network task analysis [52], procedural knowledge analysis and think aloud protocol 
analysis for problem solving for troubleshooting and teach back data [49]. 

However, we posit to start with open questionnaires or think aloud data that can be 
analysed via grounded theory coding techniques including open and axial coding [53]. 
This approach has been used before to first identify concepts, define relationships 
between concepts, display the resultant coded mental representation graphically 
within mental models research [41]. The depiction of relations between concepts and 
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their semantic relationship can adhere to a concept mapping approach [41]. Concept 
mapping is common to investigation of students’ mental models [54,55,56]. As a 
portrayal of the users’ mental model, the concept map can contain propositional and 
visual type information such as strings and symbols corresponding to natural 
language, analogies of the world and images that are perceptual correlates from a 
particular point of view. The concept map can be measured quantitatively based on a 
scoring protocol [57] with edges weighted or analysed qualitatively. For instance 
labelled edges and vertices can potentially lead to understanding of the strength of 
concepts in influencing others and also in the type of reasoning involved. 
Performance and effort data can also be collected to later relate the model generated 
with dual-process theory.  

Composite Conceptual Model. A compilation and analysis of the concept maps 
obtained above can lead to a composite model. This composite conceptual model 
might in turn provide indications on the strength of particular concepts, their 
occurrence in different context, their relationship to other concepts and the paths to 
specific privacy decisions. The composite model can be compared to experts’ model 
of privacy design and further lead to proposal for privacy designs that better match 
users’ mental models. The composite model might also lead us to a series of 
inferences that suggest triggers or interventions that make use of System 1’s intuitive 
and effortless approach.  

User Studies. The impact of these particular interventions can then be investigated 
with user experiments. The experimental observations might not only provide data on 
improving usability of privacy designs but also on fine-tuning the composite model. 

This part of our research will aim to identify the influence of specific interventions 
from the composite model on users’ dual-process model mode of thinking as depicted 
in Figure 1 such as whether privacy within an E-Commerce context as opposed to a 
social network environment engenders effortless and intuitive methods of thinking of 
privacy or lead to effortful and analytical interactions. System 2 thinking competes 
for mental effort that users have of limited capacity. Therefore in conducting an 
experiment we would for instance design a condition that cognitively depletes users 
(such as via attempts to hold a long number in memory, ADD-3 to a 4 digit number or 
via participation in Wason’s selection task [58]) and observe the effort required (or 
ease) to correctly conduct a privacy related task (in terms of time, number of errors 
made, certainty in actions, pupil dilation, correctness of think aloud account). If the 
privacy task also requires high effort, users might be prone to errors or not able to 
correctly assess their privacy. The impact of our interventions could then also be 
compared with existing methods of notifying or warning users. 

5 Discussion  

We pursue the discussion of our research approach for mental models for usable 
privacy in three strands. We first discuss the state of mental model research and 
methods as a basis for this research. Second, we review the paper’s approach and, 
third, the possible outcomes for usable privacy. 



418 K.P.L. Coopamootoo and T. Groß 

We perceive that there is no unified theory of mental models and associated 
methodologies in sight. There are multiple approaches to elicit, analyse and represent 
mental models with the goal of establishing a conceptual model. Specific 
methodologies for user studies can give rise to dedicated analysis methods and 
representations of the conceptual model. For instance, on one hand think-aloud or 
verbal methods to elicit user input are particularly suited for concept maps, which can 
in turn be represented as undirected weighted graph with vertices modelling concepts 
and edges the relationships between them. On the other hand, inductive and deductive 
models can be elicited with premise-consequence completion tasks and likely 
modelled in a logic representation. Observing this panoply of approaches, we also 
need to account for their strengths as well as the criticisms they received for their 
shortcomings.  

At this point, it is uncertain which particular methodology will benefit usable 
privacy decision-making the most. As established in Section 4, we perceive that the 
user’s concept map, insights into deductive and inductive reasoning and the 
involvement of the dual-process systems may all be meaningful for privacy decision-
making. The concept map seems promising as the associations encoded therein can 
give rise to priming and triggers activating adjacent concepts. The dual-process model 
and deductive-inductive reasoning link has been made in the critique of mental 
models by Evans et al. [29] and propositions by Gauffroy and Barouillet [30]. Given 
that recent research in the privacy space has linked bounded rationality concepts with 
privacy decision-making, such as the research pursued by Acquisti and Grossklags 
[2], it is a natural step to investigate the involvement of System 1 and System 2 in 
privacy decision-making. Hence, we are considering multiple methodologies to 
establish a conceptual model for privacy decision-making, each coming with its own 
user study, analysis and representation methods. The final conceptual model is likely 
to be a composite of the outcomes of each approach. We find it conceivable that an 
abstracted representation may encode all outcomes in one model, for instance, in a 
directed, weighted, labelled graph, in which edges do not only encode associations, 
but also deduction and induction between concept vertices. 

Finally, we need to consider how this research would support usable privacy. We 
observe that privacy design has mainly been influenced by expert models and we see 
a necessity to complement those with insights in user mental models. We follow the 
rationale that interventions such as stimuli, triggers or nudges should speak the user’s 
language and we consequently attempt to gain insights in that with a multi-pronged 
approach of concept maps, deductive and inductive strategies and dual-process 
activation. We aim to make the resulting conceptual model a tool to plan 
interventions. Consider the hypothetical example that the concept ‘best friends’ and 
the concept ‘consideration in disclosure’ (or ‘don’t talk behind my back’) are closely 
linked in the concept map. Then, priming with the ‘best friends’ concept can nudge 
towards privacy-friendly disclosure decisions. Therefore, the conceptual model can 
act as guidance to choose interventions from a larger portfolio, such as the nudge 
inventory of MINDSPACE [59]. Similarly, typical deductions observed in the user 
study can make the premise a suitable trigger. If we see evidence that privacy 
decision-making is largely governed by the automated and effortless System 1, as 
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suggested in the theory on the formation of mental models as proposed by Gauffroy 
and Barouillet [30], then an artificial invocation of System 2 is likely to change users’ 
approach.  

6 Conclusion 

In this position paper, we make a case that research into user mental models is 
beneficial for usable privacy. Observing that mental model research has seen a 
diverse set of approaches and various criticisms, we focus on three areas that we 
deem most promising for the privacy domain: concept maps, deductive and inductive 
reasoning, and the activation of System 1 and System 2 according to the dual-process 
model. There exists a body of literature in mental model methodology as well as 
related areas such as behavioural economics that give us foundations in theory and 
modelling user studies. The research aims to establish a composite conceptual model, 
which will in turn inform design for usable privacy. In particular, the conceptual 
model will allow educated choices on the placement of interventions to support the 
privacy decision-making of the user.   
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