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Abstract. We are developing a voice-interactive CALL (Computer-Assisted 
Language Learning) system to provide more opportunity for better English 
conversation exercise. There are several types of CALL system, we focus on a 
spoken dialogue system for dialogue practice. When the user makes an answer 
to the system’s utterance, timing of making the answer utterance could be unna-
tural because the system usually does not make any reaction when the user 
keeps silence, and therefore the learner tends to take more time to make an an-
swer to the system than that to the human counterpart. However, there is no 
framework to suppress the pause and practice an appropriate pause duration. 

In this research, we did an experiment to investigate the effect of presence of 
the AR character to analyze the effect of character as a counterpart itself. In ad-
dition, we analyzed the pause between the two person’s utterances (switching 
pause). The switching pause is related to the smoothness of its conversation. 
Moreover, we introduced a virtual character realized by AR (Augmented Reali-
ty) as a counterpart of the dialogue to control the switching pause. Here, we  
installed the character the behavior of “time pressure” to prevent the learner 
taking long time to consider the utterance. 

To verify if the expression is effective for controlling switching pause, we 
designed an experiment. The experiment was conducted with or without the ex-
pression. Consequently, we found that the switching pause duration became 
significantly shorter when the agent made the time-pressure expression.  

Keywords: Computer-assisted language learning, English learning, Spoken  
dialogue system, Switching pause, Augmented reality.  

1 Introduction 

With internationalization, learners of English conversation in the non-English-
speaking world are increasing. Recently, language learning systems using a computer 
(Computer-Assisted Language Learning, CALL) have been used by many people [1].  

There are several types of CALL systems, such as listening, grammar learning and 
dialogue practice [2]. In this paper, we focus on a spoken dialogue system for dialo-
gue practice. Using the speech recognition technology, this kind of systems enable the 
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learners to learn pronunciation and grammar by themselves [3,4]. Moreover, the 
learners can make conversation practices through making dialogues with the system. 
However, when the learner makes an answer to the system’s utterance, timing of the 
answer utterance could be unnatural. 

The pause between the two person’s utterances (switching pause) is related to the 
type of the dialogue [5], and acoustic or linguistic cues [6]. Exercise of making utter-
ances within a proper switching pause duration seems to be important to train a skill 
to make natural English conversation.  

Speaking in the target foreign language (L2) requires more cognitive load than 
speaking in the speaker’s mother tongue (L1) [7]. Therefore, a learner need to make 
more effort to react the utterance from the dialogue counterpart quickly. When talking 
with a computer, the system usually does not make any reaction when the user keeps 
silence, and therefore the learner tends to take more time (longer switching pause) to 
make an answer to the system than that to the human counterpart. To make the hu-
man-system dialogue more similar to the human-human one, shortening the switching 
pause seems to be useful for the English conversation learning. 

The purpose of this study is to create an interactive CALL system that enables a 
learner to make a dialogue where the learner’s utterances are controlled to have an 
appropriate pause duration.  

To this end, two features were introduced to the system. First, an Augmented Real-
ity (AR) character was introduced as a dialogue counterpart. It is known that a virtual 
agent makes the conversation more similar to a human-human dialogue [8]. Secondly, 
we made the AR character to express a “time pressure” to prevent the learner taking 
long time to consider the utterance.  

In this paper, we report development of a spoken dialogue system with AR charac-
ter, and discuss the results of the examination about investigating effects of the  
controlling by the expression of time pressure. 

2 Related Works 

For the temporal control method of user’s speech, a method using entrainment in a 
conversation was proposed. Entrainment is a phenomenon that two (or more) persons 
who are making a conversation get adapted to each other at several levels such as 
lexical choices [9], prosodic feature [10], and even the physiological status [11]. Su-
zuki et al. [12] investigated how to change user’s utterance and impression of the 
system using an eyeball CG character. They also changed speed of the system’s utter-
ance. In that study, they reported that the faster the system spoke, the slower users 
did. Observation from those works could be used to control properties of the learner’s 
utterances, such as speaking speed and vocabulary. 

However, we did not choose a method using entrainment, but chose the method us-
ing explicit expression of time pressure, where the AR character behaves to require 
the learner’s quick response. Out target dialogues are supposed to have only a few 
utterances of the learner; therefore, it is difficult to exploit the effect of entrainment, 
which appears after several turns. 
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4 Experiment 

4.1 Experimental Conditions and Procedure 

We conducted an experiment to investigate the effect of the time pressure expression. 
The experiment was conducted inside a soundproof chamber, and the learner’s  
behavior was recorded by a video camera. Procedure of the experiment is as follows: 

1. The participants were asked to remember two scenarios in 20 minutes as the  
preliminary training. 

2. The participants were asked to take an examination to confirm whether the subject 
remembered the scenarios correctly. 

3. The participants were asked to talk with the dialogue system following the  
scenarios.  

4. The participants filled a questionnaire after the dialogue. 

A subject wore a head-mounted display (HMD, SONY HMZ-T2). A Web camera 
was attached on the HMD. The AR character was superimposed on the image from 
the Web camera and displayed on the HMD. The subject looked at the AR character 
and talked with that character. We instructed the participants that when the character 
expressed the time pressure, the participant should respond to the system before the 
character’s head turned into red. In Step 2, we confirmed that all the participants  
remembered the scenarios correctly. 

4.2 Effectiveness of the AR Character 

In this experiment, we compared the impression of the learner to the dialogue with 
and without the AR agent to confirm the effectiveness of the agent. We employed 
four undergraduate students as the participants. After finishing all dialogues, the par-
ticipants answered the enquiry for choosing one of the two conditions (with or with-
out the AR character) from six points of view: (1) Which condition did you feel easy 
for making dialogue? (2) Which condition did you make a dialogue more smoothly? 
(3) Which condition did you enjoy talking? (4) Which condition did you able to have 
more motivation to learn? (5) Which condition did you have more feeling of making 
real practice? (6) Which condition did you feel being stressed? 

The results are shown in Fig. 2. As we can see, the condition with the AR character 
was preferred by most of the participants, which suggests the usefulness of the AR 
character in the context of the dialogue for English learning. 

4.3 Effect of the Time-Pressure Expression 

We employed ten participants (5 graduate students and 5 undergraduate students) who 
have studied English for around 10 years without English conversation learning. 



592 N. Suzuki et al. 

 

Fig. 2. Result of the preference enquiry 

After the experiment, we measured the switching pauses of all the sessions from 
the recorded video data. Fig. 3 shows the average and standard deviation of the meas-
ured switching pauses in the two conditions. The standard deviation is indicated by 
the error bar. We conducted t-test and found a significant difference between the two 
conditions at the 1% level. As can be seen from Fig. 3, the switching pause became 
about 500 ms shorter by introducing the time pressure expression. This result sug-
gested that we can control the timing of the learner’s utterance by the AR character’s 
behavior. 

 

Fig. 3. Difference of the switching pause between with and without the time pressure 

5 Conclusions 

In this paper, we proposed a CALL system based on the spoken dialogue system and 
augmented reality. To control the timing of the learner’s utterance when learning 
English conversation with AR character, we focused on the switching pause. We in-
troduced an expression of the time pressure as a means of controlling the switching 
pause, and designed the experiment to investigate the effect of the expression. Conse-
quently, we found significant difference of the switching pause duration between with 
and without the expression.  
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