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From Intentions to Plans: A Contextual
Planning Guidance

Ahmed-Chawki Chaouche, Amal El Fallah Seghrouchni, Jean-Michel Ilié and

Djamel Eddine Saı̈douni

Abstract The proposal AgLOTOS algebraic language is dedicated to the specifi-

cation of agent plans in ambient systems (AmI). From its two level specification,

plans can be built automatically as a system of concurrent processes. In this context,

we show how to achieve a powerful mechanism for a contextual guidance based on

a specific and formal construction called Contextual Planning System (CPS). The

CPS structure is used to propose an optimal plan preserving the consistency of the

intentions.

1 Introduction

Ambient Intelligence (AmI) is the vision of ubiquitous electronic environment

that is non-intrusive and proactive, when assisting people during various activi-

ties [7, 5]. For the design of such complex systems, MAS approaches offer inter-

esting frameworks, since their agents are considered as intelligent, proactive and

autonomous [4].
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The major problem for AmI agent consists in recognizing its environmental con-

texts, including its locality and the discovery of other agents. In [2], it is shown how

autonomous BDI agents [8] can evolve and move within an ambient environment,

based on an agent centric approach and a context-awareness. The proposed HoA

model takes into account the major features and functionalities of AmI, in particu-

lar dynamic requirements: AmI systems can be open; agents can enter or leave the

system.

This paper introduces an efficient planning management process into the archi-

tecture of the agent. In particular, we aim at offering to each AmI agent, a powerful

predictive service, that can run on the fly. Like in other recent approaches, e.g. [6, 9],

which are dedicated to the planning and the validation of BDI MAS systems, we fo-

cus on one agent rather than on the whole MAS, since this eases us to embed agent

in whatever environment and to deal with the openness of AmI systems.

We take profit from the fact that the plan of the agent can be derived from the

current set of intentions, which result from the reasoning of the BDI interpreter. Our

approach is based on a formal description language recently proposed for plans,

namely AgLOTOS [3]. This allows us to introduce modularity and concurrency as-

pects to compose sub-plans. Unlike the formal description of [9], the AgLOTOS se-

mantics overpasses the sequential execution of sub-plans. Rather, the concurrency of

sub-plans is fully implemented, actually only being restrained to solve the possible

inconsistencies of intentions.

In this paper, the semantics of AgLOTOS is enriched to automatically produce

a Contextual Planning System (CPS), which allows to automatically guide the ex-

ecution of plans. In contrast to [6], which restrains the execution to one possible

subset of consistent intentions, the CPS is a state transition structure which captures

whatever execution in respect to the predicted evolution of the context.

The paper is organized as follows: In Section 2, the AgLOTOS specification lan-

guage is briefly described and used to associate plans with intentions (e.g. compo-

sition of plans). In Section 3, the AgLOTOS operational semantics is enriched to

automatically produce the Contextual Planning System (CPS). A realistic scenario

is given as an illustration of our guidance mechanism. The last section concludes

and outlines our perspectives.
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2 AgLOTOS Specification Language

The behavior of the BDI agent we consider in this paper is carried by two succes-

sive processes, as highlighted in Figure 1. As usual, the BDI process represents the

reasoning mechanism, based on the beliefs (B), desires (D), and intentions (I) struc-

tures, the instances of which defines the BDI states of the agent. Triggered by the

perceived events, the BDI process manages/updates the B,D and I structures. In or-

der to organize its selected intentions, the BDI process is able to schedule them by

associating each one a given weight (see Section 2.2).

From the set of intentions, the Planning process is called by the BDI process to

produce a plan of actions, helped by a library of plans (LibP). In our approach for

each BDI state, the plan of the agent, namely the Agent plan is composed in two

levels: (1) The agent plan is made of sub-plans called Intentions plans, each one

dedicated to achieve the associated selected intention ; (2) Each intention plan is

an alternate of several sub-plans, called Elementary plans, extracted from the LibP

library. This allows one to consider different ways to achieve the associated intention

(see Section 2.1). Further, we assume that the LibP library is indexed by the set of

all the possible intentions for the agent.

2.1 The Syntax of Elementary Plans

Elementary plans are written using the algebraic language AgLOTOS [2]. This lan-

guage extends the LOTOS language [1] in order to deal with the concurrency of

actions in plans.

Let O be the (finite) set of observable actions which are viewed as instantiated

predicates, ranged over a,b, ... and let L be any subset of O . Let H ⊂ O be the set

of the so-called AmI primitives which represent the mobility and communication:

• In AgLOTOS, actions are refined to make the AmI primitives observable:(1) an

agent can perceive the enter and leave of other agents in the AmI system, (2) it

can move between the AmI system localities and (3) an agent can communicate

with another agent in the system.

• An AgLOTOS expression refers to contextual information with respect to the

(current) BDI state of the agent: (1) Θ is a finite set of space localities, (2) Λ

is a set of agents with which it is possible to communicate, and M is the set of

possible messages to be sent and received.

• The agent mobility is expressed by the primitive move(ℓ) which is used to han-

dle the agent move to some locality ℓ (ℓ ∈Θ ). The syntax of the communication

primitives is inspired from the semantics of the π-calculus primitives, however

considered within a totally dynamic communication support, hence without spec-

ification of predefined channels: the expression x!(ν) specifies the emission to

the agent x (x ∈ Λ ) of some message ν (ν ∈ M ), whereas, the expression x?(ν)
means that ν is received from some agent x.
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Let Act =O∪{τ,δ}, be the set of actions, where τ /∈O is the internal action and

δ /∈ O is a particular observable action which features the successful termination of

a plan.

The AgLOTOS language specifies pairs for each elementary plan a name to iden-

tify it and an AgLOTOS expression to feature its behavior. Consider that elementary

plan’s names are ranged over P,Q, ... and that the set of all possible behavior expres-

sions is denoted E , ranged over E,F, .... The AgLOTOS expressions are written by

composing (observable) actions through LOTOS operators. The syntax of an AgLO-

TOS elementary plan P is defined inductively as follows:

P ::= E Elementary plan

E ::= exit | stop

| a;E | E ⊙E (a ∈ O)
| hide L in E

H ::= | move(ℓ) (H ⊂ O, ℓ ∈Θ)
| x!(ν) | x?(ν) (x ∈ Λ ,ν ∈ M )

⊙ = { |||, |[L]|, ||, [ ],≫, [> }

The elementary expression stop specifies a plan behavior without possible evo-

lution and exit represents the successful termination of some plan. In the syntax, the

set ⊙ represents the standard LOTOS operators: E [ ]E specifies a non-deterministic

choice, hide L in E a hiding of the actions of L that appear in E , E ≫ E a sequen-

tial composition and E [> E the interruption. The LOTOS parallel composition,

denoted E |[L]|E , can model both synchronous composition, E ||E if L = O , and

asynchronous composition, E |||E if L = /0. In fact, the AgLOTOS language exhibits

a rich expressivity such that the sequential executions of plans appears to be only a

particular case.

2.2 Building the Agent Plans from Intentions and Elementary

Plans

The building of an agent plan requires the specific AgLOTOS operators:

• at the agent plan level, the parallel ||| and the sequential≫ composition operators

are used to build, in respect with the intentions of the agent and the associated

weights.

• the alternate composition operator, denoted ♦, allows to specify an alternation

of elementary plans. In particular, an intention is satisfied iff at least one of the

associated elementary plans is successfully terminated.

Let P̂ be the set of names used to identify the possible intention plans: P̂ ∈ P̂

and let P be the set of names qualifying the possible agent plans: P ∈ P.

P̂ ::= P | P̂♦P̂ Intention plan

P ::= P̂ | P ||| P | P ≫ P Agent plan
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With respect to the set of intentions I of the agent, the agent plan is formed in two

steps: (1) by an extraction mechanism of elementary plans from the library, (2) by

using the composition functions called options and plan:

• options : I → P̂ , yields for any i ∈ I , an intention plan of the form: P̂i =
♦P∈libP(i) P.

• plan : 2I → P, creates the final agent plan P from the set of intentions I. De-

pending on how I is ordered, the intention plans yielded by the different map-

pings P̂i = options(i) (i ∈ I) are composed by using the AgLOTOS composition

operators ||| and ≫.

To be pragmatic considering any BDI state of the agent, we propose that the agent

can label the different elements of the set I of intentions by using a weight function

weight : I −→N. This allows us to weight the corresponding intention plans yielded

by the mapping options. The ones having the same weight are composed by using

the concurrent parallel operator |||. In contrast, the intention plans corresponding

to distinct weights are ordered by using the sequential operator ≫. For instance,

let I = {i10, i
2
1, i

1
2, i

0
3} be the considered set of intentions, such that the superscript

information denotes a weight value, and let P̂0, P̂1, P̂2, P̂3 be their corresponding in-

tention plans, the constructed agent plan could be viewed (at a plan name level) as:

plan(I) = P̂1 ≫ (P̂0|||P̂2)≫ P̂3.

A Simple AmI Example. Let us consider the AmI Universitary scenario presented

in [2] where Alice and Bob are two agents. The proposed problem of Alice is that

she cannot make the two following tasks in the same time: (1) to meet with Bob

in the locality ℓ1, and (2) to get her exam copies from the locality ℓ2. Clearly, the

Alice’s desires are conflictual since Alice cannot be in two distinct localities simul-

taneously.

Alice’s scenario

IA = {meeting(Bob,ℓ1),asking(Bob,get copies(ℓ2))}
PA = meet(Bob);exit ||| Bob!(get copies(ℓ2));exit

Bob’s scenario

IB = {meeting(Alice,ℓ1),getting copies(ℓ2)}
PB = get copies(ℓ2);exit ≫ move(ℓ1);meet(Alice);exit

The scenarii of Alice and Bob are specified separately, assuming that Bob and

Alice may coordinate in order to achieve their intentions, at their BDI process

levels. The actions in plans are simply expressed by using instantiated predicates,

like get copies(ℓ2). Intention plans are composed from elementary plans which are

viewed as concurrent processes, terminated by exit, a la LOTOS.

The BDI process can order the set of intentions to be considered. For instance, the

intention set of Bob IB = {meeting(Alice, ℓ1),getting copies(ℓ2)} is ordered such

that weight(meeting(Alice, ℓ1)) < weight(getting copies(ℓ2)). In the intention set

IB, the corresponding agent plan expression of Bob is: PB = get copies(ℓ2);exit ≫
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move(ℓ1);meet(Alice);exit, which is built by using the options and plan map-

pings. Pay attention that some actions can be processed concurrently, so is the

case in the agent plan PB, for the two intention plans get copies(ℓ2);exit and

move(ℓ1);meet(Alice);exit.

3 Contextual Planning Management

3.1 Semantics of AgLOTOS

The AgLOTOS operational semantics is basically derived from the one of LOTOS.

A pair (E,P) represents a process identified by P, such that its behavior expression

is E . Basic LOTOS semantics is detailed in [2] which formalizes how a process can

evolve under the execution of actions. In particular, the rule P:=E E
a

−→E ′

P
a

−→E ′
, specifies

how an (E,P) pair is changed to (E ′,P) under any action a. Actually, P := E means

to consider any (E,P) source pair and P
a
−→ E ′ means changing E to E ′ for P under

the execution of a. As far as AgLOTOS is concerned, these rules also represent the

operational semantics of elementary plans, viewed as processes.

The next definition specifies how the expression of an agent plan is formed com-

positionally from the expressions of the intentions plans of the agent, themselves

built from an alternate of elementary plans and their behavior expressions. With

respect to some agent plan P, we introduce a notion of configuration of plans in

order to specify that a part of the plan can already be executed. Further, the notation

[P] represents the configuration of the agent plan P, it is an AgLOTOS expression,

which is obtained by composition of the different intention plan configurations of

the agent, like (E, P̂).

Definition 1. Any plan configuration [P] has a generic representation defined by the

following two rules:

1.
P::=P̂ P̂::=♦k=1..n Pk Pk::=Ek

[P]::=(♦k=1..n Ek, P̂)

2.
P::=P1 ⊙ P2 ⊙∈{|||,≫}

[P]::=[P1] ⊙ [P2]

The planning state of the agent is now defined contextually, taking into account

the agent locality and a termination information about the different intention plans

defined for the agent.

Definition 2. A (contextual) planning state is a tuple (C , ℓ,T ), where C is any plan

configuration [P], ℓ corresponds to an expected locality for the agent, and T is the

subset of intention plans which are terminated.

Table 1 shows the operational semantic rules defining the possible planning state

changes for the agent. These rules are applied to produce a Contextual Planning
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Table 1 Semantic rules of intention and agent configurations

Intention plan level

(Action)
E

a
−→E ′ a∈O∪{τ}

(E,P̂)
a

−→(E ′,P̂)

E
δ

−→E ′

(E,P̂)
τ

−→
P̂

(E ′,P̂)

Agent plan level

(Action)
C

a
−→C ′ a∈O∪{τ}

(C ,ℓ,T)
a

−→(C ′,ℓ,T)

C
τ

−→
P̂

C ′

(C ,ℓ,T)
τ

−→(C ′,ℓ,T∪{P̂})

(Communication)
C

x!(ν)
−−−−→C ′ x∈Λ

(C ,ℓ,T)
x!(ν)

−−−−→(C ′,ℓ,T)

C
x?(ν)

−−−−→C ′ x∈Λ

(C ,ℓ,T)
x?(ν)

−−−−→(C ′,ℓ,T)

(Mobility)
C

move(ℓ′)
−−−−−→C ′

ℓ 6=ℓ
′

(C ,ℓ,T)
move(ℓ′)

−−−−−→(C ′,ℓ′,T )

C
move(ℓ)

−−−−→C ′

(C ,ℓ,T)
τ

−→(C ′,ℓ,T)

(Sequence)
C1

a
−→C ′

1 a∈O∪{τ}

C1≫C2
a

−→C ′
1≫C2

C1
τ

−→
P̂

C ′
1

C1≫C2
τ

−→
P̂

C ′
1≫C2

(Parallel)
C1

a
−→C ′

1 a∈O∪{τ}

C1|||C2
a

−→C ′
1|||C2

C1
τ

−→
P̂

C ′
1

C1|||C2
τ

−→
P̂

C ′
1|||C2

C1
a

−→C ′
1 a∈O∪{τ}

C2|||C1
a

−→C2|||C
′
1

C1
τ

−→
P̂

C ′
1

C2|||C1
τ

−→
P̂

C2|||C
′
1

transition System, called CPS, from an initial planning state, e.g. ([P], ℓ, /0), meaning

that the agent is initially at locality ℓ, and its plan configuration is [P]. There are two

kinds of transition rules:

Intention plan level: When an intention plan is assumed to be treated, the left

hand side transition (C1,a, P̂,C2), denoted C1
a

−→
P̂

C2, expresses a change of in-

tention configuration, from C1 to C2, and assumes the execution of the action a

from E
a
−→ E ′ and P := E . The right hand side transition highlights the termi-

nation case, keeping trace of the intention plan P̂ that is going to be terminated.

By calling C N the set of all the possible intention plan configurations for the

agent, the transition relation is a subset of CN ×Act ×P̂ ×CN . For sake of

clarity, the transition (C1,a,nil,C2) is simply denoted C1
a
−→ C2. Observe that

due to the fact we consider a predictive guidance in this paper, only successful

executions are taken into account, thus abstracting that a plan may fail. Moreover,

the semantics of the alternate operator is reduced to a simple non-deterministic

choice of LOTOS: ♦k=1..nEk ≡ [ ]k=1..nEk in order to possibly take into account

every elementary plan in order to achieve the corresponding intention.
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Agent plan level: the possible changes of the planning states, like (C , ℓ,T ), are

expressed at this level. In the Communication rules, the action send x!(ν) (resp.

receive x?(ν)) is constrained by the visibility of the agent x in its neighborhood.

In the Mobility rule, the effect of the move(ℓ′) action yields the agent to be placed

in ℓ′. The Action rules refer to the ones of the intention plan level. The left hand

side one exhibits the case of a regular action, whereas the right hand side one

specifies the termination case of some intention plan, which is added to T .

3.2 Planning Guidance

From any set of intentions in the agent, denoted I, a Contextual Planning System is

built, by using the rules of Table 1 and taking into account contextual information

of three kinds: (1) the reached locality in a planning state, (2) the set of intention

plans that are terminated when reaching a planning state, and (3), more globally, the

set Λ of neighbors currently known by the agent.

Definition 3. The Contextual Planning System, denoted CPS, is a labeled kripke

structure 〈S,s0,Tr,L ,T 〉 where:

• S is the set of planning states,

• s0 = ([P], ℓ, /0) ∈ S is the initial planning state of the agent, such that [P]=plan(I)
and ℓ represents the current locality of the agent,

• Tr ⊆ S×Act×S is the set of transitions. The transitions are denoted s
a
−→ s′ such

that s,s′ ∈ S and a ∈ O ∪{τ},

• L : S →Θ is the locality labeling function

• T : S → 2P̂ is the termination labeling function which captures the terminated

intention plans.

In a CPS, the transitions from any state s only represent actions that are real-

izable. Like in STRIPS description language [6], actions to be executed are mod-

eled by instantiated predicates submitted to preconditions and effects. In this paper,

the preconditions only concern the contextual information known in that state. Let

pre(a) be the precondition of any action a, then pre(x!(ν)) = pre(x?(ν)) = (x ∈Λ)
and for any other action a, pre(a(ℓ)) = ℓ ∈ L (s).

In order to guide the agent, the planning process can select an execution trace

through the CPS which maximizes the number of intention terminations, with re-

spect to the mapping T in CPS states. This can be captured with the notion of

Maximum trace, based on a trace mapping end : Σ −→ 2P̂ used to specify the set

end(σ) of the termination actions that occur in a trace σ ∈Σ . From an algorithmical

point of view, the configurations having the maximum number of terminated inten-

tion plans could be straightforwardly detected by parsing the CPS structure, with

regards to the set of terminated intention plans of each built configuration. By la-

beling these configurations with a specific proposition MAX, the search of maximum
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traces is reduced to the traces which satisfies the (LTL) temporal logic property

AF(MAX).

The consistency of a set I of agent intentions can also be checked, in particular

in two extreme cases:

• if |end(σ)|= |I|, means that all the intentions of I are consistent,

• if |end(σ)|= 0, there is no satisfied intention, so the agent plan P is contextually

unappropriated with respect to the set of agent intentions.

Application to the scenario. We reconsider the scenario of Section 2 to achieve

the intentions of Bob in a parallel way: [PB] = ((Eg, P̂g)|||(Em, P̂m)) is the agent plan

configuration considered for Bob. The pairs (Em, P̂m) and (Eg, P̂g) are two intention

plan expression of Bob. The first one corresponds to the intention meeting(Alice, ℓ1)
and the second to getting copies(ℓ2), such that Em = move(ℓ1);meet(Alice);exit

and Eg = get copies(ℓ2);exit.

s0

s2

move

s1

s4

getC

getCmove

s3

s6

δ1

move

s5

meet

s7

getC

s9

s8

s10

getC

s11

δ1

δ1

δ1

meet

meet

δ2

δ2

δ2

{ℓ1}

{ℓ2}

{ℓ2}

{ℓ2,δ1} {ℓ1}

{ℓ1{ℓ1}

{ℓ1}

{ℓ1,δ1}

{ℓ1,δ1}

{ℓ1,δ2}

{ℓ1,δ1,δ2}

,δ2}

Fig. 2 The CPSB corresponding to the plan PB

The Contextual Planning System of Bob, denoted CPSB, is illustrated in Figure 2.

It is built from the initial CPS state, s0 = ([PB], ℓ2, /0), taking into account the current

locality ℓ2 of Bob. In the figure, the dashed edges represent the unrealized transitions

from the states s ∈ {s2,s5,s8}, because pre(getC) = ℓ2 6∈ L (s).
An example of maximum trace derived from s0 is the following, expressing that

Bob got the copies before moving to the meeting with Alice:

((Eg, P̂g)|||(Em, P̂m))
getc

−−−−−−→ ((E ′
g, P̂g)|||(Em, P̂m),ℓ2, /0)

τ
−−−−−→

P̂g

((Em, P̂m),ℓ2,{Pg})
move(ℓ1)
−−−−−→

((E ′
m, P̂m),ℓ1,{Pg})

meet
−−−−−−→ ((E ′′

m, P̂m),ℓ1,{Pg})
τ

−−−−−→
P̂m

((stop, P̂m),ℓ1,{Pg,Pm})
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4 Conclusion

The algebraic language AgLOTOS appears to be a powerful way to express an AmI

agent plan as a set of concurrent processes, helped by an adapted plan library de-

scribing elementary plans. The main contribution of this paper is an enriched se-

mantics of AgLOTOS: it allows to build a Contextual Planning System (CPS), for

any BDI state of the agent. From the current set of intentions of the agent, all the

possible plan evolutions can be evaluated through the CPS. This allows one to define

an original predictive mechanism to contextually guide the agent in its future execu-

tions. In particular, we demonstrate how to realize the concurrent executions of the

agent plans, while optimizing the number of satisfied intentions. Observe that the

proposed techniques are also suitable for some class of partially ordered set of in-

stances. Among the possible perspectives, we aim at combining the CPS approach

with learning techniques like in [10], since this also can be viewed as a guidance

mechanism but based on past-experiences.
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