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Abstract. This paper explores the localization of pre-defined seman-
tic object parts, which is much more challenging than traditional object
detection and very important for applications such as face recognition,
HCI and fine-grained object recognition. To address this problem, we
make two critical improvements over the widely used deformable part
model (DPM). The first is that we use appearance based shape regres-
sion to globally estimate the anchor location of each part and then locally
refine each part according to the estimated anchor location under the
constraint of DPM. The DPM with shape regression (SR-DPM) is more
flexible than the traditional DPM by relaxing the fixed anchor location of
each part. It enjoys the efficient dynamic programming inference as tradi-
tional DPM and can be discriminatively trained via a coordinate descent
procedure. The second is that we propose to stack multiple SR-DPMs,
where each layer uses the output of previous SR-DPM as the input to
progressively refine the result. It provides an analogy to deep neural
network while benefiting from hand-crafted feature and model. The pro-
posed methods are applied to human pose estimation, face alignment
and general object part localization tasks and achieve state-of-the-art
performance.

1 Introduction

This paper focuses on localizing object parts from monocular image. For human
and face category, this problem is often named as “human pose esti mation” or
“face alignment”. Accurate part localization serves as the basis of many high
level applications. For example, a recent work [9] shows that directly extracting
features around reliable face parts (landmarks) achieves leading face recognition
performance. As surveyed in [28], human part localization can help with action
recognition and human computer interaction. For general object, reliable part
localization contributes to fine-grained object recognition, as proved in [46,6].
However, this problem is very challenging due to the variations in subject level
(e.g., a human can take many different poses and dresses), category level (e.g.,
adult and baby) and image level (e.g., illumination and cluttered background).
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Human pose estimation and face alignment have been extensively explored for
decades and achieved much progress. The critical issue is how to model the ver-
satile spatial deformation and plausible appearance variation. The seminal work
[21] exploits the pictorial structure (PS) from [23], which uses Gaussian distribu-
tion to capture the deformation of each part and constrain the relative position
of interrelated parts via a tree structure. PS is improved by strong appearance
representation (e.g., [17,25,29,30]), discriminative classifier (e.g., [25,44]) and
powerful structure (e.g., [41,39,42,36,38,40]), and finally it becomes the leading
method in localizing human parts on challenging benchmarks. DPM [20], as one
of the representative works in this category, uses structural SVM training and
HOG feature in pictorial structure for object detection, and it is lately extended
by [44] for human pose estimation.

PS [21] and its widely used extension DPM [20,44] , however, cannot capture
the global information and have limited flexibility, due to the deformation con-
straint by the fixed anchor location. To break the limitation of DPM, we propose
a novel approach by incorporating shape regression into DPM, namely SR-DPM.
Specifically, the shape regression estimates part locations using the appearance
information globally. We set the regressed shape as the anchor locations in DPM
and allow the deformations of parts around them to satisfy the local appearance
consistency. Compared to traditional DPM, SR-DPM is of high degree of free-
dom to model global and local variations sufficiently. Due to the fact that shape
regression and DPM can benefit from each other, we build an objective function
to jointly learn them. It is a non-convex optimization problem, and we design a
coordinate descent procedure to solve it.

In addition, we show that stacking SR-DPMs could further improve the per-
formance. The complex shape variations are often beyond the representation
capacity of single DPM or SR-DPM. To fully explore the data, we propose the
stacked SR-DPM (S-SR-DPM), where each SR-DPM uses the output of previ-
ous SR-DPMs as the input and progressively refines the result. Note that the
SR-DPMs in different layers use different parameters. The S-SR-DPM provides
a natural analogy to deep convolutional neural network (DCNN) in increasing
representation capacity [5]. Compared with the end-to-end learning in DCNN,
the S-SR-DPM takes advantage of well designed hand-crafted pipelines and can
achieve good performance with much fewer training data.

Previous works usually only consider part localization of a special category
(e.g., human and face). In this paper we show wide applications of our method
on human, face and general object. For human pose estimation, we conduct
experiments on challenging LSP [25]. For face alignment, we use the LFPW [4]
as the testbed. It terms of general object, we use the annotations [3] of animals
from Pascal VOC [19]. We compare our method with different state-of-the-art
methods on these three tasks and achieve the leading performance.

The rest of the paper is organized as follows. Section 2 reviews the related
work. The proposed SR-DPM and its stacked form are described in section 3
and section 4. We show experiments in section 5 and finally conclude the paper
in section 6.
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2 Related Work

Many works on human pose estimation are based on pictorial structure in either
generative or discriminative manner. The pictorial structure [21] uses Gaussian
model to capture the deformation of each part and links parts by tree structure.
Inference in pictorial structure is very efficient due to the dynamic program-
ming and distance transform [21]. The pictorial structure is lately exploited in
deformable part model (DPM) [20] with HOG feature and latent-SVM learning,
and it achieves great success in Pascal VOC object detection. [44] extends DPM
for articulated human pose estimation by adding part subtype and using part
annotations in learning. [3] proves the advantage of fully supervised learning of
parts over latent learning in [20] for general objects. [40] shows that automati-
cally learning the tree is better than hand-crafted physical connections. [29] uses
Poselets [7] to capture mid-level cues to latently capture high-order dependen-
cies for pictorial structure. Many recent works improve PS in more part levels,
more global models and more part models [39,42,36,38,26,33,15,31]. A very re-
cent work [30] combines different appearance cues under the pictorial structure
framework and achieves the current leading performance.

Although being similar to human pose estimation problem, face alignment
field often uses very different methods, mainly due to the stronger spatial con-
straint of human face than human body. The most popular models include ac-
tive shape model (ASM [11]), active appearance model (AAM [10]) and their
extensions. Different from the Gaussian deformation of each local part in PS,
ASM/AAM captures the shape deformation globally with PCA constraint. The
global PCA constraint, however, has been indicated to be very sensitive and
is lately extended to be constrained local model (CLM [12,34,4,2]) by a shape
constraint on appearance of local parts. [47] exploits the DPM developed in [44]
for joint face detection and alignment. [45] further improves the work with opti-
mized mixtures and a two-step cascaded deformable shape model. In very recent,
face alignment is taken as a regression problem [8,14,43,37], which directly learns
the mapping the appearance to shape and achieves the leading performance on
face alignment benchmarks and challenges (e.g., 300-W [32]). These methods,
however, are sensitive to initialization, which makes them unsuitable for more
difficult human and object part localization.

We stack multiple SR-DPMs, which is related to a very recent work [35]. In
[35], multiple fisher vector coding layers are stacked to get a similar performance
of deep neural network for image classification task. In [16], boosting is used to
estimate the shape with pose-index feature, where the features are re-computed
at the latest estimation of landmark localization. In [43], linear regression are
stacked for face alignment.

Compared with previous works, the main contributions of this work are sum-
marized as follows:

— We propose SR-DPM to incorporate DPM with shape regression and show
how to jointly learn them. The SR-DPM is much more flexible than DPM
in handling real world object deformation.
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— We stack multiple SR-DPMs to increase the representation capacity, where
each layer progressively refines the part locations. As shown empirically in
experiments, the stacked SR-DPM is critical for better performance.

— To our best knowledge, it is the first work to simultaneously achieve state-of-
the-art performance on human pose estimation, face alignment and general
object part localization.

3 Deformable Part Model with Shape Regression

The DPM is composed of the root filter 5y and some parts. Each part has a
appearance filter §; and deformation term d;. Given an object part configuration
specified by S = [r1,91, -+ ,2n,yn]T and object location (zg,yo), the DPM
favors some special part configurations by:

N
S(Sa I) = 5g¢a($0ay03 I) + Z(ﬁ?¢a(xiayia I) - d?¢d(xiayia aziaayi))a (1)

i=1

where ¢q (2, ¥:, ) is the HOG feature of the i-th part, and ¢q(zi, ¥i, Gz, ay,) is
the separable quadratic function to represent the deformation. ¢q(z;, yi, s, , ay,;)
is defined based on the relative location between the (x;,y;) and its anchor loca-
tion (@, ay,), which is fixed after the specification of (x¢,yo). It is straightfor-
ward to add mixture parts [44] or mixture components [20], but we leave them
out to simplify the notation.

For each sliding window in localization, only the root location (zg, yo) is known
in advance and each part location is inferred by maximizing the part appearance
score minus the deformation cost associated with displacement to anchor loca-
tion. Since parts are directly attached to the root, their locations are inferred
independently given the fixed root by:

g}%}f(ﬁ?qsa(l'hyh]—) - dzrqsd(xiayiaamwayi))v (2)
where (z;,y;) traverses all possible locations of the part. The procedure can be
efficiently solved by distance transform as used in [21,44].

Our improvement comes from the anchor location of each part. In DPM, the
anchor location of each part is defined according to relative position of either
the root [20] or its parent part [44]. It limits the flexibility since that each part
can only have a small deformation around its fixed anchor location. Additionally,
the star-structure used cannot capture global information, such as the high order
spatial dependencies of left-arm, right-arm, left-leg and right-leg.

In this paper, we propose to use regression to estimate the anchor locations
directly from the image appearance to capture the global information and in-
crease the flexibility. After that we allow each part to have deformation based
on these adaptive anchor part locations under the constraint of DPM. Let us
use A = [z, @y, Guy,Gyn]” to specify the estimated anchor part locations.
Suppose the initial shape is A° and ground-truth shape is A*, we always want
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that each (z;,y;) to have relationship with all the parts initialized by Sy (which
is the mean shape) to capture the global information. The function can be very
complex, and in this paper we use a simple linear function to approximate it:

A=f(A%T)= A+ WTo(A%, 1), (3)

where ®(A°, I) is the local appearance feature extracted around all parts. In this
paper, we define it as the HOG feature [13] from the implementation in [20]. We
concatenate feature vectors of all parts specified by A° to be a long vector, which
has Nng values and ng is the length of HOG vector for a part. The dimension
of corresponding regression matrix W is Nng x 2N. In Eq. 3, each new part
location is estimated based on all the initial part locations, thus Eq. 3 encodes
global information which previously cannot be captured in pictorial structure
based models. No parametric shape prior, such as global shape PCA in ASM
and local part Gaussian deformation in pictorial structure, is assumed in Eq. 3.
It has advantage especially for real world objects, whose spatial deformation can
be very complex and simple parametric prior cannot describe it well.

The above shape regression, however, is not enough for object part localiza-
tion. The reason is that it cannot measure the confidence of the estimated part
locations, which is very important for sliding window based scanning. Addition-
ally, the global shape regression matrix not explicitly consider the appearance
consistency of regressed part location. To this end, we further use the deformable
part model to incorporate shape regression, by replacing the fixed anchor loca-
tion with the shape regression output A:

N
$(8,1) = B3 ba(w0,y0, 1) + D (B ba(@i, yi, 1) — df bal@i, yir @, ) (4)
i=1

where A\: [a/\lflvg?,/\l’ ,@,@}T :AO+WT¢(A03I)'

For each sliding window in localization, we find the S to maximize the confi-
dence score defined above, and take it the the estimated shape configuration of
the sliding window. The deformable part model with shape regression (SR-DPM)
provides the flexibility to capture large variations, but it also brings challenges,
since the regression matrix W and the deformable part model parameter g are
all unknown. In the following part, we present the objective function for joint
learning and show the optimization method.

3.1 Model Learning

The objective function for model learning is motivated by the original DPM used
in object detection, which is defined as:

M
T
arg min , [B]*+C Y maz(0,1 = ym - 5(Sm, In), (5)

m=1

where the first term is used for regularization and the second term is the hinge
loss to punish error in detection. M is the number of training samples, and S,
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is the part configuration of the m-th image I,,. y., = 1 for positive and —1 for
negative. In this function, only the root location of S, is annotated, and each
part location is inferred according to Eq. 2. The loss function favors the score
of positive sample above 1 and score negative sample below -1. It is a standard
latent SVM problem and has many off-the-shelf solvers, such as the one used
in [20]. One problem in solving is that the negative number is of combinatorial
explosion, and we often use a negative sample mining step to gradually add
negative samples.

In our SR-DPM for object part location, we also want to ensure that the
estimated part configuration specified by S;,, matches the ground truth part

configuration specified by S},. In this way, the objective function is extended to
be:

M M,
.1 2 2 .12
arg min o IBI" +C1 m§:1maw(0»1*ym 8(Smy Im)) + Co2[W||" + Cs m§:1||5m*5m\| :

(6)
where C7, Cy and C3 are used to control the relative weights of different terms.
[W]|2 is used to regularize the regression matrix W. The last term 2%21 | Sm
S’ ||? is used to measure the consistency of estimated shape S,,, and ground truth
shape S},. In this function, the Sy, is estimated according to the shape regression
model parameterized by W and DPM parameterized by 5 in Eq. 4. Since only
the shapes of positive samples are of interest, the shape loss is measured only on
positive samples. The above object function provides a way to jointly learn the
deformable part model and shape regression, which can benefit from each other.
However, it also results in a highly non-convex problem, due to the inference
procedure of S,,. We use a coordinate descent procedure to optimize them:

— When the W and S,, are fixed, the function only has the first two terms
and becomes a SVM problem to learn the discriminative parameter 3, and
we use the solver from [44].

— When f§ is fixed, the optimal W is hard to solve directly since that the
HOG transform is non-derivative. Instead, we find an approximation of W
by relaxing the last term. We extensively search to find the part configuration

A, which can converge to a shape closest to ground truth shape S}, with

regard to the DPM parameterized by . Once we have ;1;, the regression
matrix W just needs to ensure that the regressed shape is consistent Wlth

A,,, so that we can approximately minimizing the term Zm 1 HSm Sk
by Zm A +WTd, (AY ) — m||2 We concatenate shape vector A, — A9

m
for m € [1, M) to be a matrix A and appearance feature vector ¢(A2 , I,,,)
to be a matrix @,, where A € R*M*Mp and &, € RN"a*Mp Tet | be an
identity matrix in RN™¢XNna_ the optimal W in Eq. 6 is approximated by:

MP

W = argmin Co|[W||* + Cs > _ [ A7, + W Pa (A7) — A ? (7)
Wi m=1

= (P, DL + CZI)*@AT. (8)

Cs
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— When W and g are fixed, we can use the standard inference procedure defined in
Eq. 4 to find the optimal S,.

Implementation Details. In our experience, the above procedure usually con-
verges in 3 loop. To start the loop in learning, we need an initialization of W and
Sm. The W is got by replacing the S, in Eq. 7 with S}, and the S,, is initialized
by ground truth S7,. In the DPM training step, we always use the parameter got
in last iteration as the “warm start”, which leads to the fast convergence. We
divide training samples into different views. For samples in each view, we align
training shapes using similarity transform to remove the offset and normalize
them into the same scale. After that, we estimate a multi-variate Gaussian dis-
tribution of the shape. For each sliding window in testing, we estimate the scale
and translation of mean distribution, and then use it as the initialization A°.

4 Stacked Deformable Part Model with Shape Regression

In this part, we further improve the part localization performance by stack-
ing the proposed SR-DPM. The intuition comes from recent successes of deep
convolutional neural networks (DCNN) in image classification [27] and object
detection [24]. These works prove the representation capacity advantage of deep
model for real world objects. However, to our best knowledge, no work has shown
the advantage of DCNN for general object part localization, partially due to the
conflict between the large variations and limited training data.

To balance the representation capacity of deep model and limited training
data, we use hand-crafted feature and model for each layer and stack them
to form a deep model. Compared with pure data-driven end-to-end learning,
our method has much fewer parameters and benefits from reliable priors such
as HOG feature and pictorial structure, while still keeps the advantage of rich
representation capacity.

The SR-DPM can be taken as a map g, where the input is an image plus a
shape and the output is a new shape on this image. Since the oracle map g*
is very complex, there exists an inconsistency between g and g*. Suppose the
training set is 2, then the error on the training set is:

D g (AL L) — g(AY 1), (9)

A;ed

where A is the initial shape of i-th training sample. To further reduce the
training error, we use a series of functions G = {¢1, -+ , gk }, where K is number
of functions. We want to approximate ¢g* by minimizing:

> Ml (AT L) —grogroio---0gi(A7, )|, (10)
Az e

where each g; is a SR-DPM, and it uses the output of g;_; as the input. Since in
each layer, the function g; is nonlinear, the whole function is highly non-linear
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and has strong representation capacity to approximate the complex map from
image to part locations. We name this model as the stacked SR-DPM (S-SR-
DPM).

SR-DPMs in the S-SR-DPM are learned sequentially. The initial shape Ag
and image are taken as the input to train the first function g; specified by a
SR-DPM on the training set, by the coordinate descent learning described in
the above section. For the following g;, we greedily optimize it by:

gi =argmin 3 [lg"(A7, 1) = g(gi-1 0+ 0 g1(AL, L)) (11)
Az e

The map number keeps increasing until the training error does not decrease any
more (typically in experiments, a 4 layer S-SR-DPM is enough). In our current
implementation, we only use this layer-wise training procedure because of the
limited computation resource, despite that the global training is possible. We
find that just layer-wise training can significantly improve the performance.

The inference procedure of the S-SR-DPM can be divided into inference of
each single layer SR-DPM, which has a global shape regression step and de-
formable part model step. The procedure is different from traditional iterative
optimization in that in each iteration we use different model parameters. Given
an image, sliding window based scanning is used, where a non-maximal sup-
pression (NMS) is adopted to eliminate overlapping shape configurations and
finally preserve the one with the highest confidence score. We show qualitative
examples of S-SR-DPM inference on face alignment in Fig. 1.

N N ~ N e~y =,
e e
Input: Mean
Shape and image. ERDEM SR-DPM 2 . _;m

Fig. 1. Examples of S-SR-DPM inference on face alignment (best viewed in color)

5 Experiments

We conduct experiments on human pose estimation, face alignment and general
object part localization task. We emphasize that our method achieves compet-
itive performance on the three tasks, compared with different state-of-the-art
methods.

5.1 Human Pose Estimation

For human pose estimation, we use the “Leeds Sport Poses” (LSP1) [25] to val-
idate different settings and compare with the state-of-the-art methods. LSP is

! The dataset is available at http://www.comp.leeds.ac.uk/mat4saj/1sp.html
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one of the most challenging datasets for human pose estimation, which includes
1000 sports humans for training and 1000 sports humans for testing. The per-
formance is measured by Percentage of Correctly localized Parts (PCP) [22] on
10 object parts defined according to the 14 joints. 6 subtypes are used for each
part. For all the experiments on LSP, we use the observer-centric annotations as
suggested in [18].

Diagnostic Experiments. We report the mean PCP of 10 parts in different
settings in Fig. 2. For the DPM, we use the code from [44] which is carefully
tuned for human pose estimation. For our methods, we test the SR-DPM with
independent shape regression and DPM learning, the SR-DPM with joint shape
regression and DPM learning, and the S-SR-DPM whose depth is set to be
among 2, 3 and 4. All these methods are trained on the training set of LSP
and use the same 32 dimensional HOG feature from [20]. It can be found that
adding shape regression improves a 1.2% margin over the original DPM. When
the deformable part model and shape regression are jointly trained, we get a
1.9% further improvement. More improvements come from stacking multiple
SR-DPMs to a deeper model. The 2-layer S-SR-DPM gets a 0.8% gain and 3-
layer S-SR-DPM gets a 1.2% gain. In our final implementation, we use the 4-layer
S-SR-DPM. It improves the final PCP performance by 4.5% over DPM and 1.4%
over SR-DPM, which proves the advantage of our S-SR-DPM in capturing large
variations for human pose estimation.

Diagnostic Experiments on LSP Human Pose Estimation
D-SR-DPM (depth = 4) NG 0.7
D-SR-DPM (depth = 3) | 95
D-SR-DPM (depth =2) [N 6.1
SR-DPM(jointly training) | cs3
SR-DPM (independently training) [ NN 662
orv [ 52

Fig. 2. Mean PCP of different settings on LSP

Comparison with State-of-the-Art Methods. We report the PCP of our
methods and the state-the-art methods from recent works in Tab. 1. The “upper
leg”, “lower leg”, “upper arm” and “fore arm” averages the left and right. The
performance of our method is better than [1,44,29,18] and on par with a recent
result from [30]. Note that [30] fuses multiple appearance cues such as special-
ized detector and mid-level Poselet, while our method only uses low-level HOG
for appearance. Our method is better than [30] in localizing parts with large
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deformation, such as fore arm and upper arm, which proves the advantage of
our method in representation capacity. [30] provides powerful appearance cues
and achieves better performance for torso and head. [30] has advantage in ap-
pearance modeling and SR-DPM is better in deformation representation, thus
they can be combined for further improvement.

Table 1. Comparisons on PCP results for human pose estimation on LSP

torso upper leg lower leg upper arm fore arm head mean

Andriluka et al., [1] 80.9 67.1 60.7 46.5 264 749 55.7
Yang&Ramanan [44] 83.3 72.5 65.6 64.4 41.7 80.4 65.2
Pishchulin et al., [29] 87.5 75.7 68.0 54.2 33.9 78.1 62.9
Pishchulin et al., [30] 88.7 78.8 73.4 61.5 44.9 85.6 69.2
Eichner&Ferrari [18] 86.2 74.3 69.3 56.5 37.4 80.1 64.3

SR-DPM 85.4 75.2 68.8 67.6 45.3 83.6 68.3

S-SR-DPM 85.8 76.8 70.6 69.3 46.9 84.0 69.7

5.2 Face Alignment

For face alignment, we use the Labeled Face Parts in the Wild (LFPW?) from
[4] as the testbed. It contains 29 face landmarks of real world faces with large
appearance variations caused by expression, pose and illumination. Because some
URLs are not available, we only get 811 of the 1132 training images and 224
of the 300 test images in this experiment. We only use a single component for
face and a single subtype for each landmark. The Cumulative Error Distribution
(CED) curve and mean error are used to report the performance. For the CED
curve, we normalize the error by the inter-ocular distance to remove the influence
of face scale.

The experimental comparisons are reported in Fig. 3. We first compare differ-
ent settings of our method. The DPM performance is generated by a face-oriented
DPM extension from [47]. By adding the shape regression, the normalized mean
error has a 18.2% relative decrease. The joint learning of shape regression and
DPM decreases the relative error by 14.5% over the independent learning. The
stacked model is very effective for face alignment, and it has a 26.8% relative
improvement over the single layer SR-DPM, and 48.8% relative improvement
over the DPM.

We also compare our method with the state-of-the-art methods by CED
curves. It can be found that our SR-DPM is already better than the strong
method from [4]. The S-SR-DPM is better than the SDM [43] when the nor-
malized error is below 0.061. Our method has a 0.0298 normalized mean error,
while the SDM is 0.0347. The previous best result is [8], which reports a 0.0343
mean error and is sightly worse than our method. It is worth noting that the
compared methods all needs reliable face bounding box for initialization, while
our method can automatically find the bounding box by sliding window based
scanning.

2 http://homes.cs.washington.edu/$\sim$neeraj/projects/face-parts/
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CED Curve on LFPW Dataset

Normalized Mean Error on LFPW

d
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training) Normalized Error

Fig. 3. Comparisons on LFPW face alignment dataset

5.3 Object Detection and Part Localization

Part localization for general object such as animal is more difficult than human
and face, which is partially reflected by the detection performance on Pascal
VOC. We use the images from Pascal VOC 2007 [19] and the annotation of parts
from [3] 3, which includes “bird”, “cat”, “cow”, “dog”, “horse” and “sheep”.
Since the animals tend to be more flexible than human and face, we use the more
sophisticated clustering techniques introduced in [3], where relative position,
scale, aspect ratio and visibility of parts and the object are used as the feature
for clustering, and finally 4 components are used for each category. We refer to
[3] for the details. For our S-SR-DPM, the layer number is set to be 4, which is
the same as the S-SR-DPM for human pose estimation and face alignment. The
object detection is evaluated first and then the part localization.

Table 2. Average Precision of different methods for animal detection in VOC 2007

Bird Cat Cow Dog Horse Sheep mAP

DPM Ver4 [20] 10.0 19.3 25.2 11.1 56.8 17.8 234
DPM Ver5 [20] 10.2 23.0 24.1 12.7 58.1 21.1 249
SS-DPM [3] 12.7 26.3 34.6 19.1 62.9 23.6 299
Proposed SR-DPM 149 27.5 35.7 21.9 644 255 317
Proposed S-SR-DPM 16.7 28.7 36.9 235 66.1 27.1 33.2

For object detection, we report the average precision (AP, defined in [19]) of
each category on Pascal VOC 2007. The DPM release4*, DPM release5 ° and
strongly supervised DPM (SS-DPM) [3] are used for comparison, as reported
in Tab. 2. The part location information is important for large deformation, as

3 www.csc.kth. se/cvap/DPM/part_sup.html

4 http://cs.brown.edu/$\sim$pff/latent-releases/
® http://www.cs.berkeley.edu/$\sim$rbg/latent/
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reflected by the large performance gain over DPM by strong supervised DPM
and our methods. The SS-DPM and our proposed SR-DPM and S-SR-DPM use
exactly the same training images and annotations. The SR-DPM improves SS-
DPM by 1.8% AP and the S-SR-DPM further improves it by 1.5%. We note that
the performance gain is more significant for categories with large deformations,
such as bird and cat, which are the most difficult categories for current DPM
based detection methods.

Table 3. Part Localization performance evaluated on PASCAL VOC 2007 animals.
We report performance PCP of SS-DPM [3], the proposed SR-DPM and S-SR-DPM.

Method  Bird Cat Cow Dog Horse Sheep mean per part

SS-DPM[3] 25.4 60.0 36.3 40.5 65.7 294 42.9

head SR-DPM 282 64.3 376 424 66.8 32.1 45.2
S-SR-DPM 29.1 64.8 404 44.6 68.5 33.1 46.8

SS-DPM[3] - 89 259 231 373 17.6 22.6

frontal legs SR-DPM - 124 293 273 384 19.6 25.4
S-SR-DPM - 13.7 314 28.1 412 21.6 27.2

SS-DPM|[3] 12.1 - 37.1 - 39.3 10.9 24.9

fore legs SR-DPM 14.4 - 39.1 - 42.7 12.5 27.2
S-SR-DPM 17.9 - 41.2 - 44.5 14.6 29.3

SS-DPM[3] - 172 582 6.7 57.7 57.1 39.4

torso/back  SR-DPM - 20.7 63.1 10.6 59.7 60.3 42.9
S-SR-DPM - 21.3 634 114 61.2 61.1 43.7

SS-DPM[3] 6.1 1.7 - 0.9 320 24 8.6

tail SR-DPM 10.2 4.2 - 5.9 35.0 5.7 12.2

S-SR-DPM  11.1 6.7 - 54  36.1 5.3 12.9

SS-DPMJ[3] 14.5 22.0 394 178 464 235 -
mean per  SR-DPM  17.0 25.4 42.3 21.6 485 26.0 -
category S-SR-DPM 19.0 26.6 44.1 22.1 50.3 27.1 -

For part localization, we again use the PCP criterion [22], and compare our
method with [3], which is the only available result on this setting. We report the
PCP of each part in each category and mean PCP of strongly supervised DPM
(SS-DPM), SR-DPM and S-SR-DPM in Tab. 3. By incorporating shape regres-
sion into deformation part model, while using exactly the same training data
and parameter setting with SS-DPM, the proposed SR-DPM achieves a mean
per part PCP improvement from 2.3% to 4.6% and a mean per category PCP
improvement from 2.1% to 3.8%. When stacked model is used, S-SR-DPM fur-
ther improves the mean per part/category PCP from 0.7%/0.5% to 1.8%/2.0%.
Similar to the observations on object detection, our method has noticeably im-
provements for categories with large deformations such as bird, cat and dog. We
show some qualitative results in Fig. 4.
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Fig. 4. Qualitative results of S-SR-DPM for human pose estimation, face alignment
and object part localization(best viewed in color)
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6 Conclusion

In this paper, we propose two critical improvements over deformable part model
to localize object parts from a single image. The first is that we extend DPM
to SR-DPM, which exploits the shape regression to capture global information
and provides flexible anchor locations. After that, we use the deformable part
model to refine the result according to the anchor locations and measure the
confidence score. We show how to learn the shape regression and DPM jointly
by a coordinate descent procedure. The second improvement is that we prove
stacked SR-DPM (S-SR-DPM) increases the representation capacity and leads
to better localization performance. We show the advantages of SR-DPM and S-
SR-DPM for human pose estimation, face alignment and object part localization,
which are usually taken as three different problems.
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