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Preface

Euro-Par is an annual series of international conferences dedicated to the pro-
motion and advancement of all aspects of parallel and distributed computing.
Euro-Par 2014, held in Porto, Portugal, was the 20th edition of the series. The
conference covers a wide spectrum of topics from algorithms and theory to soft-
ware technology and hardware-related issues, with application areas ranging from
scientific to mobile and cloud computing. Euro-Par conferences host a set of tech-
nical workshops, with the goal of providing a space for communities within the
field to meet and discuss more focused research topics. The coordination of the
workshops was in the hands of Workshop Chairs Luc Bougé, also with the Euro-
Par Steering Committee, and Lúıs Lopes, with the local organization. In the
coordination process, we were kindly assisted by Dieter an Mey, one of the work-
shop chairs for the Euro-Par 2013 event at Aachen, to whom we wish to express
our warm thanks for his availability, expertise, and advice. In early January
2014, a call for workshop proposals was issued, and the proposals were reviewed
by the co-chairs, with 18 workshops being selected for the 2-day program:

APCI&E – First Workshop on Applications of Parallel Computation in Industry
and Engineering

BigDataCloud – Third Workshop on Big Data Management in Clouds
DIHC – Second Workshop on Dependability and Interoperability in Heteroge-

neous Clouds
FedICI – Second Workshop on Federative and Interoperable Cloud Infrastruc-

tures
HeteroPar – 12th International Workshop on Algorithms, Models and Tools for

Parallel Computing on Heterogeneous Platforms
HiBB – 5th Workshop on High-Performance Bioinformatics and Biomedicine
LSDVE – Second Workshop on Large-Scale Distributed Virtual Environments

on Clouds and P2P
MuCoCoS – 7th International Workshop on Multi-/Many-Core Computing

Systems
OMHI – Third Workshop on On-chip Memory Hierarchies and Interconnects:

Organization, Management and Implementation
PADABS – Second Workshop on Parallel and Distributed Agent-Based Simu-

lations
PROPER – 7th Workshop on Productivity and Performance – Tools for HPC

Application Development
Resilience – 7th Workshop on Resiliency in High-Performance Computing with

Clouds, Grids, and Clusters
REPPAR – First International Workshop on Reproducibility in Parallel

Computing
ROME – Second Workshop on Runtime and Operating Systems for the

Many-Core Era
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SPPEXA – Workshop on Software for Exascale Computing - Project Workshop
TASUS – First Workshop on Techniques and Applications for Sustainable

Ultrascale Computing Systems
UCHPC – 7th Workshop on UnConventional High-Performance Computing
VHPC – 9th Workshop on Virtualization in High-Performance Cloud

Computing

Furthermore, collocated with this intensive workshop program, two tutorials
were also included:

Heterogeneous Memory Models – Benedict R. Gaster (Qualcomm, Inc.)
High-Performance Parallel Graph Analytics – Keshav Pingali

(UT Austin) and Manoj Kumar (IBM)

Paper submission deadlines, notification dates, and camera-ready submission
deadlines were synchronized between all workshops. The new workshop coor-
dination procedures, established with the 2012 edition, turned out to be very
helpful for putting together a high-quality workshop program. After the confer-
ence, the workshop organizers delivered a workshop management report on the
key performance indicators to the Workshop Advisory Board and the Steering
Committee. These reports will help to improve the procedures for, and the qual-
ity of, the workshop program of future Euro-Par conferences. Special thanks are
due to the authors of all the submitted papers, the members of the Program
Committees, the reviewers, and the workshop organizers. We had 173 paper
submissions, with 100 papers being accepted for publication in the proceedings.
Given the high number of papers, the workshops proceedings were divided into
two volumes with the following distribution:

LNCS 8805 – APCI&E, BigDataCloud, HeteroPar, HiBB, LSDVE, PADABS,
REPPAR, Resilience

LNCS 8806 – DIHC, FedICI, MuCoCoS, OMHI, PROPER, ROME, TASUS,
UCHPC, VHPC, SPPEXA

We are grateful to the Euro-Par general chairs and the members of the Euro-
Par Steering Committee for their support and advice regarding the coordination
of workshops. We would like to thank Springer for its continuous support in
publishing the workshop proceedings.

It was a great pleasure and honor to organize and host the Euro-Par 2014
workshops in Porto. We hope all the participants enjoyed the workshop program
and benefited from the ample opportunities for fruitful exchange of ideas.

October 2014 Lúıs Lopes
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First Workshop on Applications of Parallel Computation
in Industry and Engineering (APCI&E 2014)

Workshop Description

The APCI&E minisymposium/workshop series started in 2008 at the Work-
shop on State of the Art in Scientific and Parallel Computing (PARA) and
continued at the International Conference on Parallel Processing and Applied
Mathematics (PPAM). Since PARA was held on even years and PPAM on
odd years, the APCI&E minisymposium alternated between these two con-
ference series on parallel computing. The minisymposium was held at PARA
2008 in Trondheim (Norway), PPAM 2009 in Wroclaw (Poland), PPAM 2011
in Torun (Poland), PARA 2012 in Helsinki (Finland), and PPAM 2013 in War-
saw (Poland). This year the minisymposium was renamed as workshop and was
held at the International European Conference on Parallel Processing
(Euro-Par).

The Workshop APCI&E provided a forum for researchers and practitioners
using parallel computations for the solution of complex industrial and engineer-
ing applied problems. Topics discussed included application of parallel numerical
methods to engineering and industrial problems, scientific computation, parallel
algorithms for the solution of systems of PDEs, parallel algorithms for opti-
mization, solution of data and computation-intensive real-world problems, and
others.

Organizers

Raimondas Čiegis Vilnius Gediminas Technical University,
Lithuania

Julius Žilinskas Vilnius University, Lithuania

Program Committee

Jesus Carretero Carlos III University of Madrid, Spain
Raimondas Čiegis Vilnius Gediminas Technical University,

Lithuania
Francisco Gaspar University of Zaragoza, Spain
Jacek Gondzio University of Edinburgh, UK
Mario Guarracino CNR, Italy
Pilar Mart́ınez Ortigosa University of Almeŕıa, Spain
Antonio J. Plaza University of Extremadura, Spain
Mindaugas Radziunas Weierstrass Institute for Applied Analysis and

Stochastics, Germany
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Vadimas Starikovičius Vilnius Gediminas Technical University,
Lithuania

Roman Wyrzykowski Czestochova University of Technology, Poland
Julius Žilinskas Vilnius University, Lithuania

Additional Reviewers

Algirdas Lančinskas Vilnius University, Lithuania
Natalija Tumanova Vilnius Gediminas Technical University,

Lithuania

Third Workshop on Big Data Management in Clouds
(BigDataCloud 2014)

Workshop Description

The Workshop on Big Data Management in Clouds was created to provide a
platform for the dissemination of recent research efforts that explicitly aim at
addressing the challenges related to executing big data applications on the cloud.
Initially designed for powerful and expensive supercomputers, such applications
have seen an increasing adoption on clouds, exploiting their elasticity and eco-
nomical model. While Map/Reduce covers a large fraction of the development
space, there are still many applications that are better served by other models
and systems. In such a context, we need to embrace new programming models,
scheduling schemes, hybrid infrastructures and scale out of single data centers
to geographically distributed deployments in order to cope with these new chal-
lenges effectively.

In this context, the BigDataCloud workshop aims to provide a venue for
researchers to present and discuss results on all aspects of data management
in clouds, as well as new development and deployment efforts in running data-
intensive computing workloads. In particular, we are interested in how the use
of cloud-based technologies can meet the data-intensive scientific challenges of
HPC applications that are not well served by the current supercomputers or
grids, and are being ported to cloud platforms. The goal of the workshop is
to support the assessment of the current state, introduce future directions, and
present architectures and services for future clouds supporting data-intensive
computing.

BigDataCloud 2014 followed the previous editions and the successful series
of BDMC / CGWS workshops held in conjunction with EuroPar since 2009. Its
goal is to aggregate the data management and clouds/grids/p2p communities
built around these workshops in order to complement the data-handling issues
with a comprehensive system / infrastructure perspective. This year’s edition
was held on August 25 and gathered around 40 enthusiastic researchers from
academia and industry. We received a total of ten papers, out of which four
were selected for presentation. The big data theme was strongly reflected in
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the keynote given this year by Dr. Toni Cortes from Barcelona Supercomputing
Center. The talk introduced the idea of self-contained objects and showed how
third party enrichment of such objects can offer an environment where the data
providers keep full control over data while service designers get the maximum
flexibility.

We wish to thank all the authors, the keynote speaker, the Program Com-
mittee members and the workshop chairs of EuroPar 2014 for their contribution
to the success of this edition of BigDataCloud.

Program Chairs

Alexandru Costan IRISA/INSA Rennes, France
Frédéric Desprez Inria ENS Lyon, France

Program Committee

Gabriel Antoniu Inria, France
Luc Bougé ENS Rennes, France
Toni Cortes Barcelona Supercomputing Center, Spain
Kate Keahey University of Chicago/ANL, USA
Dries Kimpe Argonne National Laboratory, USA
Olivier Nano Microsoft Research ATLE, Germany
Bogdan Nicolae IBM Research, Ireland
Maria S. Pérez Universidad Politecnica De Madrid, Spain
Leonardo Querzoni University of Rome La Sapienza, Italy
Domenico Talia University of Calabria, Italy
Osamu Tatebe University of Tsukuba, Japan
Cristian Zamfir EPFL, Switzerland

Second Workshop on Dependability and Interoperability
in Heterogeneous Clouds (DIHC 2014)

Workshop Description

The DIHC workshop series started in 2013 with the aim of bringing together
researchers from academia and industry and PhD students interested in the de-
sign, implementation, and evaluation of services and mechanisms for dependable
cloud computing in a multi-cloud environment. The cloud computing market
is in rapid expansion due to the opportunities to dynamically allocate a large
amount of resources when needed and to pay only for their effective usage. How-
ever, many challenges, in terms of interoperability, performance guarantee, and
dependability, still need to be addressed to make cloud computing the right
solution for companies, research organizations, and universities.

This year’s edition consisted of three sessions and focused on heterogeneous
cloud platforms and aspects to make cloud computing a trustworthy environment
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addressing security, privacy, and high availability in clouds. The accepted papers
address issues to manage complex applications and facilitate the seamless and
transparent use of cloud platform services, including computing and storages
services, provisioned by multiple cloud platforms. The workshop also covered
HPC applications with the need of a new generation of data storage, management
services and heterogeneity-agnostic programming models for a better utilization
of heterogeneous cloud resources for scientific and data-intensive applications
while dealing with performance and elasticity issues. Privacy and security aspects
in cloud computing from theory to practical implementations were presented and
discussed.

In addition to the presentation of peer-reviewed papers, the 2014 edition
of the DIHC workshop includes a presentation on “Identities and Rights in e-
Infrastructures” by the invited keynote speaker Jens Jensen. The keynote pre-
sented lessons from the state-of-the-art technology used to identify management
in clouds and took a look into standards and the future solutions for federated
identity management.

Program Chairs

Roberto G. Cascella Inria, France
Miguel Correia INESC-ID/IST, Portugal
Elisabetta Di Nitto Politecnico di Milano, Italy
Christine Morin Inria, France

Program Committee

Vasilios Andrikopoulos University of Stuttgart, Germany
Alvaro Arenas IE Business School, Spain
Alysson Bessani University of Lisbon, Portugal
Lorenzo Blasi HP, Italy
Paolo Costa Imperial College London, UK
Beniamino Di Martino University of Naples, Italy
Federico Facca Create-Net, Italy
Franz Hauck University of Ulm, Germany
Yvon Jégou Inria, France
Jens Jensen STFC, UK
Paolo Mori CNR, Italy
Dana Petcu West University of Timisoara, Romania
Paolo Romano INESC-ID/IST, Portugal
Louis Rilling DGA-MI, France
Michael Schöttner University of Düsseldorf, Germany
Thorsten Schütt ZIB Berlin, Germany
Stephen Scott ORNL/Tennessee Technological University,

USA
Gianluigi Zavattaro University of Bologna, Italy

Additional Reviewer

Ferrol Aderholdt Tennessee Technological University, USA



Workshop Introduction and Organization XV

Second Workshop on Federative and Interoperable Cloud
Infrastructures (FedICI 2014)

Workshop Description

Infrastructure as a service (IaaS) cloud systems allow the dynamic creation, de-
struction, and management of virtual machines (VM) on virtualized clusters.
IaaS clouds provide a high level of abstraction to the end user that allows the
creation of on-demand services through a pay-as-you-go infrastructure combined
with elasticity. As a result, many academic infrastructure service providers have
started transitions to add cloud resources to their previously existing campus and
shared grid deployments. To complete such solutions, they should also support
the unification of multiple cloud and/or cloud and grid solutions in a seamless,
preferably interoperable way. Hybrid, community, or multi-clouds may utilize
more than one cloud system, which are also called cloud federations. The man-
agement of such federations raises several challenges and open issues that require
significant research work in this area.

The Second Workshop on Federative and Interoperable Cloud Infrastruc-
tures (FedICI 2014) aimed at bringing together scientists in the fields of high-
performance computing and cloud computing to provide a dedicated forum for
sharing the latest results, exchanging ideas and experiences, presenting new re-
search, development, and management of interoperable, federated IaaS cloud
systems. The goal of the workshop was to help the community define the current
state, determine further goals, and present architectures and service frameworks
to achieve highly interoperable federated cloud infrastructures. Priority was given
to submissions that focus on presenting solutions to interoperability and efficient
management challenges faced by current and future infrastructure clouds.

The call for papers for the FedICI workshop was launched early in 2014, and
by the submission deadline we had received six submissions, which were of good
quality and generally relevant to the theme of the workshop. The papers were
swiftly and expertly reviewed by the ProgramCommittee, each of them receiving
at least three qualified reviews. The program chair thanks the whole Program
Committee and the additional reviewers for the time and expertise they put into
the reviewing work, and for getting it all done within the rather strict time limit.
Final decision on acceptance was made by the program chair and co-chairs based
on the recommendations from the Program Committee. Being half-day event,
there was room for only four of the contributions, resulting in an acceptance
ratio of 66%. All the accepted contributions were presented at the workshop
yielding an interesting discussion on the role that federated management may
play in the broad research field of cloud computing. Presentations were organized
in two sessions: in the former, two papers discussed performance analysis issues
of interoperating clouds, while in the later session, two papers were presented on
the topic of elastic management of generic IaaS and MapReduce-based systems in
interoperable and federated clouds. These proceedings include the final versions
of the presented FedICI papers, taking the feedback from the reviewers and
workshop audience into account.
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The program chairs sincerely thank the Euro-Par organizers for providing
the opportunity to arrange the FedICI workshop in conjunction with the 2014
conference. The program chairs also warmly thank MTA SZTAKI for its financial
support making it possible to organize the workshop. Finally, the program chairs
thank all attendees at the workshop, who contributed to a successful scientific
day. Based on the mostly positive feedback, the program chairs and organizers
plan to continue the FedICI workshop in conjunction with Euro-Par 2015.

Program Chairs

Gabor Kecskemeti MTA SZTAKI, Hungary
Attila Kertesz MTA SZTAKI, Hungary
Attila Marosi MTA SZTAKI, Hungary
Radu Prodan University of Innsbruck, Austria

Program Committee

Jameela Al-Jaroodi United Arab Emirates University, UAE
Salvatore Distefano Politecnico di Milano, Italy
Eduardo Huedo Cuesta Universidad Complutense de Madrid, Spain
Philipp Leitner University of Zurich, Switzerland
Daniele Lezzi Barcelona Supercomputing Center, Spain
Nader Mohamed United Arab Emirates University, UAE
Zsolt Nemeth MTA SZTAKI, Hungary
Ariel Oleksiak Poznan Supercomputer and Networking

Center, Poland
Anne-Cecile Orgerie CNRS, Myriads, IRISA, France
Simon Ostermann University of Innsbruck, Austria
Dana Petcu Western University of Timisoara, Romania
Ivan Rodero Rutgers the State University of New Jersey,

USA
Matthias Schmidt 1&1 Internet AG, Germany
Alan Sill Texas Tech University, USA
Gergely Sipos European Grid Infrastructure, The Netherlands
Massimo Villari University of Messina, Italy

Additional Reviewers

Matthias Janetschek University of Innsbruck, Austria
Weiwei Chen University of Southern California, USA
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12th International Workshop on Algorithms, Models and
Tools for Parallel Computing on Heterogeneous Platforms
(HeteroPar 2014)

Workshop Description

Heterogeneity is emerging as one of the most profound and challenging charac-
teristics of today’s parallel environments. From the macro level, where networks
of distributed computers, composed by diverse node architectures, are intercon-
nected with potentially heterogeneous networks, to the micro level, where deeper
memory hierarchies and various accelerator architectures are increasingly com-
mon, the impact of heterogeneity on all computing tasks is increasing rapidly.
Traditional parallel algorithms, programming environments, and tools, designed
for legacy homogeneous multiprocessors, will at best achieve a small fraction of
the efficiency and the potential performance that we should expect from parallel
computing in tomorrow’s highly diversified and mixed environments. New ideas,
innovative algorithms, and specialized programming environments and tools are
needed to efficiently use these new and multifarious parallel architectures. The
workshop is intended to be a forum for researchers working on algorithms, pro-
gramming languages, tools, and theoretical models aimed at efficiently solving
problems on heterogeneous platforms.

Program Chair

Emmanuel Jeannot Inria, France

Steering Committee

Domingo Giménez University of Murcia, Spain
Alexey Kalinov Cadence Design Systems, Russia
Alexey Lastovetsky University College Dublin, Ireland
Yves Robert Ecole Normale Supérieure de Lyon, France
Leonel Sousa INESC-ID/IST, Technical University of

Lisbon, Portugal
Denis Trystram LIG, Grenoble, France

Program Committee

Rosa M. Badia BSC, Spain
Jorge Barbosa University of Porto, Portugal
Olivier Beaumont Inria, France
Paolo Bientinesi RWTH Aachen, Germany
Cristina Boeres Fluminense Federal University, Brazil
George Bosilca University of Tennessee, USA
Louis-Claude Canon Université de Franche-Comté, France
Alexandre Denis Inria, France
Toshio Endo Tokyo Institute of Technology, Japan
Edgar Gabriel University of Houston, USA
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Rafael Mayo Gual Jaume I University, Spain
Toshihiro Hanawa University of Tokyo, Japan
Shuichi Ichikawa Toyohashi University of Technology, Japan
Helen Karatza Aristotle University of Thessaloniki, Greece
Hatem Ltaief KAUST, Saudi Arabia
Pierre Manneback University of Mons, Belgium
Loris Marchal CNRS, France
Ivan Milentijevič University of Nis, Serbia
Satoshi Matsuoka Tokyo Institute of Technology, Japan
Wahid Nasri ESST de Tunis, Tunisia
Dana Petcu West University of Timisoara, Romania
Antonio Plaza University of Extremadura, Spain
Enrique S. Quintana-Ort́ı Jaume I University, Spain
Thomas Rauber University of Bayreuth, Germany
Vladimir Rychkov University College Dublin, Ireland
Erik Saule University of North Carolina at Charlotte, USA
H. J. Siegel Colorado State University, USA
Pedro Tomás INESC-ID/IST, University of Lisbon, Portugal
Jon Weissman University of Minnesota, USA

Additional Reviewers

Jose Antonio Belloch Jaume I University, Spain
Adrián Castelló Jaume I University, Spain
Ali Charara KAUST, Saudi Arabia
Vladimir Ciric University of Nis, Serbia
Diego Fabregat-Traver RWTH Aachen, Germany
João Guerreiro University of Lisbon, Portugal
Francisco D. Igual Jaume I University, Spain
Samuel Kortas KAUST, Saudi Arabia
Ĺıdia Kuan University of Lisbon, Portugal
Emina Milovanovic University of Nis, Serbia
Aline Nascimento Fluminense Federal University, Brazil
Elmar Peise RWTH Aachen, Germany
Alexandre Sena Fluminense Federal University, Brazil
Paul Springer RWTH Aachen, Germany
François Tessier University of Bordeaux, France
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5th International Workshop on High-Performance
Bioinformatics and Biomedicine (HiBB 2014)

Workshop Description

The HiBB workshop series started in 2010 and its first edition was held at Is-
chia (Italy) in conjunction with the Euro-Par conference. Since then, the work-
shop has been held, always in conjunction with Euro-Par, at Bordeaux (France),
Rhodes (Greece), Aachen (Germany), and Porto (Portugal), respectively, in
2011, 2012, 2013, and 2014.

Since 2010, the HiBB workshop series has included 25 regular papers, two
invited talks, two panels, and one tutorial on several aspects of parallel and dis-
tributed computing applied to bioinformatics, health informatics, biomedicine,
and systems biology.

The main motivation for the HiBB workshop is the increasing production of
experimental and clinical data in biology and medicine, and the needs to provide
efficient storage, preprocessing, and analysis of these data to support biomedical
research.

In fact, the availability and large diffusion of high-throughput experimental
platforms, such as next-generation sequencing, microarray, and mass spectrom-
etry, as well as the improved resolution and coverage of clinical diagnostic tools,
such as magnetic resonance imaging, are becoming the major sources of data in
biomedical research, and the storage, preprocessing, and analysis of these data
are becoming the main bottleneck of the biomedical analysis pipeline.

Parallel computing and high-performance infrastructures are increasingly used
in all phases of life sciences research, e.g., for storing and preprocessing large ex-
perimental data, for the simulation of biological systems, for data exploration
and visualization, for data integration, and for knowledge discovery.

The current bioinformatics scenario is characterized by the application of
well-established techniques, such as parallel computing on multicore architec-
tures and grid computing, as well as by the application of emerging compu-
tational models such as graphics processing and cloud computing. Large-scale
infrastructures such as grids or clouds are mainly used to store in an efficient
manner and to share in an easy way the huge amount of experimental data pro-
duced in life sciences, while parallel computing allows the efficient analysis of
huge data. In particular, novel parallel architectures such as GPUs and emerg-
ing programming models such as MapReduce may overcome the limits posed by
conventional computers to the analysis of large amounts of data.

The fifth edition of the HiBB workshop aimed to bring together scientists
in the fields of high-performance computing, bioinformatics, and life sciences,
to discuss the parallel implementation of bioinformatics algorithms, the deploy-
ment of biomedical applications on high-performance infrastructures, and the
organization of large-scale databases in biology and medicine.

These proceedings include the final revised versions of the HiBB papers
taking the feedback from the reviewers and workshop audience into account.
The program chair sincerely thanks the Program Committee members and the
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additional reviewers, for the time and expertise they put into the reviewing
work, the Euro-Par organization, for providing the opportunity to arrange the
HiBB workshop in conjunction with the Euro-Par 2014 conference, and all the
workshop attendees who contributed to a lively day.

Program Chair

Mario Cannataro University Magna Græcia of Catanzaro, Italy

Program Committee

Pratul K. Agarwal Oak Ridge National Laboratory, USA
Ignacio Blanquer Universidad Politecnica de Valencia, Spain
Daniela Calvetti Case Western Reserve University, USA
Werner Dubitzky University of Ulster, UK
Ananth Y. Grama Purdue University, USA
Concettina Guerra Georgia Institute of Technology, USA
Pietro H. Guzzi University Magna Græcia of Catanzaro, Italy
Vicente Hernandez Universidad Politecnica de Valencia, Spain
Salvatore Orlando University of Venice, Italy
Horacio Perez-Sanchez University of Murcia, Spain
Omer F. Rana Cardiff University, UK
Richard Sinnott University of Melbourne, Australia
Fabrizio Silvestri Yahoo Labs, Barcelona, Spain
Erkki Somersalo Case Western Reserve University, USA
Paolo Trunfio University of Calabria, Italy
Albert Zomaya University of Sydney, Australia

Additional Reviewers

Giuseppe Agapito University Magna Græcia of Catanzaro, Italy
Barbara Calabrese University Magna Græcia of Catanzaro, Italy
Nicola Ielpo University Magna Græcia of Catanzaro, Italy
Alessia Sarica University Magna Græcia of Catanzaro, Italy
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Second Workshop on Large-Scale Distributed Virtual
Environments on Cloud and P2P (LSDVE 2014)

Workshop Description

The LSDVE workshop series started in August 2013, in Aachen, where the first
edition of the workshop was held in conjunction with Europar 2013. LSDVE
2014, the second edition of the workshop, was held in Porto, in August 2014,
again in conjunction with Europar.

The focus of this edition of the workshop was on cooperative distributed
virtual environments. The recent advances in networking have determined an
increasing use of information technology to support distributed cooperative ap-
plications. Several novel applications have emerged in this area, like computer-
supported collaborative work (CSCW), large-scale distributed virtual worlds,
collaborative recommender and learning systems. These applications involve sev-
eral challenges, such as the definition of user interfaces, of coordination protocols,
and of proper middle-ware and architectures supporting distributed cooperation.

Collaborative applications may benefit greatly also from the support of cloud
and P2P architectures. As a matter of fact, with the emergence of readily avail-
able cloud platforms, collaborative applications developers have the opportunity
of deploying their applications in the cloud, or by exploiting hybrid P2P/cloud
architectures with dynamically adapting cloud support. This brings possibilities
to smaller developers that were reserved for the big companies until recently. The
integration of mobile/cloud platforms for collaborative applications is another
challenge for the widespread use of these applications.

The LSDVE 2014 workshop aim was to provide a venue for researchers to
present and discuss important aspects of P2P/cloud collaborative applications
and of the platforms supporting them. The workshop’s goal is to investigate open
challenges for such applications, related to both the application design and to the
definition of proper architectures. Some important challenges are, for instance,
collaborative protocol design, latency reduction/hiding techniques for guaran-
teeing real-time constraints, large-scale processing of user information, privacy
and security issues, state consistency/persistence. The workshop presented as-
sessment of current state of the research in this area and introduced further
directions.

LSDVE 2014 was opened by the invited talk “Decentralization: P2P and Per-
sonal Clouds” by Prof. Pedro Garcia Lopez, Universitat Rovira i Virgili. The
program of the workshop included two sessions, “Cooperative Distributed Envi-
ronments”and“Architectural Supports.”The papers presented in the first session
regard novel cooperative distributed applications, like social networks and mas-
sively multi player games, while those of the second session present architectural
supports, both cloud and P2P based, for these applications.

We remark that the number of submissions to LSDVE 2014 has almost dou-
bled over the previous edition. Finally, the extended version of selected papers
accepted and presented at the workshop will be published in a special issue of
the Springer journal Peer-to-Peer Networking and Applications (PPNA).
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We wish to thank all who helped to make this second edition of the workshop
a success: Prof. Pedro Garcia Lopez who accepted our invitation to present
a keynote, authors submitting papers, colleagues who refereed the submitted
papers and attended the sessions, and finally the Euro-Par 2014 organizers whose
invaluable support greatly helped in the organization of this second edition of
the workshop.

Program Chairs

Laura Ricci University of Pisa, Italy
Alexandru Iosup TU Delft, Delft, The Netherlands
Radu Prodan Institute of Computer Science, Innsbruck,

Austria

Program Committee

Michele Amoretti University of Parma, Italy
Ranieri Baraglia ISTI CNR, Pisa, Italy
Emanuele Carlini ISTI CNR, Pisa, Italy
Massimo Coppola ISTI CNR, Pisa, Italy
Patrizio Dazzi ISTI CNR, Pisa, Italy
Juan J. Durillo Institute of Computer Science, Innsbruck,

Austria
Kalman Graffi University of Düsseldorf, Germany
Alexandru Iosup TU Delft, The Netherlands
Dana Petcu West University of Timisoara, Romania
Andreas Petlund Simula Research Laboratory, Norway
Radu Prodan Institute of Computer Science, Innsbruck,

Austria
Duan Rubing Institute of High Performance Computing,

Singapore
Laura Ricci University of Pisa, Pisa, Italy
Alexey Vinel Tampere University of Technology, Finland
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7th International Workshop on Multi-/Many-Core
Computing Systems (MuCoCos 2014)

Workshop Description

The pervasiveness of homogeneous and heterogeneous multi-core and many-core
processors, in a large spectrum of systems from embedded and general-purpose
to high-end computing systems, poses major challenges to the software indus-
try. In general, there is no guarantee that software developed for a particular
architecture will run on another architecture. Furthermore, ensuring that the
software preserves some aspects of performance behavior (such as temporal or
energy efficiency) across these different architectures is an open research issue.

Therefore, a traditional focus of the MuCoCos workshop is on language level,
system software and architectural solutions for performance portability across
different architectures and for automated performance tuning.

The topics of the MuCoCoS workshop include but are not limited to:

– Programming models, languages, libraries and compilation techniques

– Run-time systems and hardware support

– Automatic performance tuning and optimization techniques

– Patterns, algorithms and data structures for multi-/many-core systems

– Performance measurement, modeling, analysis and tuning

– Case studies highlighting performance portability and tuning.

Besides the presentation of selected technical papers, MuCoCos 2014 featured
a keynote talk on “Execution Models for Energy-Efficient Computing Systems”
by Philippas Tsigas, Chalmers University, Sweden.

Previous workshops in the series were: MuCoCoS 2008 (Barcelona, Spain),
MuCoCoS 2009 (Fukuoka, Japan), MuCoCoS 2010 (Krakow, Poland), MuCoCoS
2011 (Seoul, Korea), MuCoCoS 2012 (Salt Lake City, USA), and MuCoCoS 2013
(Edinburgh, UK).

Program Chairs

Siegfried Benkner University of Vienna, Austria
Sabri Pllana Linnaeus University, Sweden

Program Committee

Beverly Bachmayer Intel, Germany
Eduardo Cesar Universitat Autonoma de Barcelona, Spain
Milind Chabbi Rice University, USA
Jiri Dokulil University of Vienna, Austria
Franz Franchetti Carnegie Mellon University, USA
Michael Gerndt TU Munich, Germany
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Joerg Keller FernUniversität Hagen, Germany
Christoph Kessler Linkoping University, Sweden
Shashi Kumar Jönköping University, Sweden
Erwin Laure KTH, Sweden
Renato Miceli Irish Centre for High-End Computing, Ireland
Lasse Natvig NTNU Trondheim, Norway
Beniamino Di Martino Seconda Università di Napoli, Italy
Samuel Thibault University of Bordeaux, France
Philippas Tsigas Chalmers University, Sweden
Josef Weidendorfer TU Munich, Germany

Additional Reviewers

Pasquale Cantiello Seconda Università di Napoli, Italy
Antonio Esposito Seconda Università di Napoli, Italy
Francesco Moscato Seconda Università di Napoli, Italy
Kameswar Rao Vaddina NTNU Trondheim, Norway
Tomas Margalef Universitat Autonoma de Barcelona, Spain
Tilman Kuestner TU Munich, Germany
Terry Cojean University of Bordeaux, France
Jens Breitbart TU Munich, Germany
Minh Le TU Munich, Germany
Luka Stanisic University of Grenoble, France
Toni Espinosa Universitat Autonoma de Barcelona, Spain
Rocco Aversa Seconda Università di Napoli, Italy

Third International Workshop on On-chip Memory
Hierarchies and Interconnects (OMHI 2014)

Workshop Description

The gap between processor and memory performances has been growing for more
than four decades since the first commercial microprocessor was built by Intel
in 1971. To avoid the memory access times caused by this gap, manufacturers
implemented cache memories on-chip. Moreover, as the memory latency became
larger, more cache levels were added to the on-chip memory hierarchy, and, as a
consequence, on-chip networks were also integrated to interconnect the different
cache structures among the different levels.

Nowadays, commercial microprocessors include up to tens of processors shar-
ing a memory hierarchy with about three or four cache levels. In the lowest lev-
els of the on-chip memory hierarchy, the cache structures can store hundreds of
megabytes, requiring alternative memory technologies (such as eDRAM or STT-
RAM) as well as new microarchitectural techniques to limit energy consumption
and power dissipation. In addition, advanced on-chip networks are needed to cope
with the latency and bandwidth demands of these complex memory hierarchies.
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Finally, new manufacturing techniques, such as 3D integration is considered to
enlarge even more the capacity and complexity of these memory hierarchies and
interconnection networks.

In this context, the synergy between the research on memory organization
and management, interconnection networks, as well as novel implementation
technologies becomes a key strategy to foster further developments. With this
aim, the International Workshop on On-chip Memory Hierarchy and Intercon-
nects (OMHI) started in 2012 and continued with its third edition that was held
in Porto, Portugal. This workshop is organized in conjunction with the Euro-
Par annual series of international conferences dedicated to the promotion and
advancement of all aspects of parallel computing.

The goal of the OMHI workshop is to be a forum for engineers and scientists
to address the aforementioned challenges, and to present new ideas for future
on-chip memory hierarchies and interconnects focusing on organization, manage-
ment and implementation. The specific topics covered by the OMHI workshop
have been kept up to date according to technology advances and industrial and
academia interests.

The chairs of OMHI were proud to present Prof. Manuel E. Acacio as keynote
speaker, who gave an interesting talk focusing on the key topics of the workshop
entitled “Increased Hardware Support for Efficient Communication and Syn-
chronization in Future Manycores,”which jointly with the paper sessions finally
resulted in a nice and very exciting one-day program.

The chairs would like to thank the members of the Program Committee for
their reviews, the Euro-Par organizers, Manuel E. Acacio and the high number of
attendees. Based on the positive feedback from all of them, we plan to continue
the OMHI workshop in conjunction with Euro-Par.

Program Chairs

Julio Sahuquillo Universitat Politècnica de València, Spain
Maria Engracia Gómez Universitat Politècnica de València, Spain
Salvador Petit Universitat Politècnica de València, Spain

Program Committee

Manuel Acacio Universidad de Murcia, Spain
Sandro Bartolini Università di Siena, Italy
João M. P. Cardoso University of Porto, Portugal
Marcello Coppola STMicroelectronics, France
Giorgos Dimitrakopoulos Democritus University of Thrace, Greece
Pierfrancesco Foglia Università di Pisa, Italy
Crisṕın Gómez Universidad de Castilla-La Mancha, Spain
Kees Goossens Eindhoven University of Technology,

The Netherlands
David Kaeli Northeastern University, USA
Sonia López Rochester Institute of Technology, USA
Pierre Michaud Inria, France
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Iakovos Mavroidis Foundation for Research and Technology –
Hellas, Greece

Tor Skeie Simula Research Laboratory, Norway
Rafael Ubal Northeastern University, USA

Second Workshop on Parallel and Distributed Agent-Based
Simulations (PADABS 2014)

Workshop Description

The Parallel and Distributed Agent-Based Simulations workshop series started
in 2013.

Agent-based simulation models are an increasingly popular tool for research
and management in many fields such as ecology, economics, sociology, etc..

In some fields, such as social sciences, these models are seen as a key in-
strument to the generative approach, essential for understanding complex social
phenomena. But also in policy-making, biology, military simulations, control of
mobile robots and economics, the relevance and effectiveness of agent-based sim-
ulation models has been recently recognized.

The computer science community has responded to the need for platforms
that can help the development and testing of new models in each specific field
by providing tools, libraries, and frameworks that speed up and make massive
simulations.

The key objective of the workshop is to bring together researchers who are
interested in getting more performances from their simulations, by using:

– Synchronized, many-core simulations (e.g., GPUs)
– Strongly coupled, parallel simulations (e.g., MPI)
– Loosely coupled, distributed simulations (distributed heterogeneous setting).

Program Chairs

Vittorio Scarano Università di Salerno, Italy
Gennaro Cordasco Seconda Università di Napoli, Italy
Rosario De Chiara Poste Italiane, Italy
Ugo Erra Università della Basilicata, Italy

Program Committee

Maria Chli Aston University, UK
Claudio Cioffi-Revilla George Mason University, USA
Biagio Cosenza University of Innsbruck, Austria
Nick Collier Argonne National Laboratory, USA
Rosaria Conte CNR, Italy
Andrew Evans University of Leeds, UK
Bernardino Frola The MathWorks, Cambridge, UK
Nicola Lettieri Università del Sannio and ISFOL, Italy
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Sean Luke George Mason University, USA
Michael North Argonne National Laboratory, USA
Mario Paolucci CNR, Italy
Paul Richmond The University of Sheffield, UK
Arnold Rosenberg Northeastern University, USA
Flaminio Squazzoni Università di Brescia, Italy
Michela Taufer University of Delaware, USA
Joanna Kolodziej Cracow University of Technology and

University of Science and Technology,
Poland

Additional Reviewers

Carmine Spagnuolo Università di Salerno, Italy
Luca Vicidomini Università di Salerno, Italy

7th Workshop on Productivity and Performance – Tools
for HPC Application Development (PROPER 2014)

Workshop Description

The PROPER workshop series started at Euro-Par 2008 in Gran Canarias,
Spain. Since than it has been held at every Euro-Par conference. It is orga-
nized by the Virtual Institute – High Productivity Supercomputing (VI-HPS),
an initiative to promote the development and integration of HPC programming
tools.

Writing codes that run correctly and efficiently on HPC computing systems
is extraordinarily challenging. At the same time, applications themselves are
becoming more complex as well, which can be seen in emerging scale-bridging
applications, the integration of fault-tolerance and uncertainty quantification, or
advances in algorithms. Combined, these trends place higher and higher demands
on the application development process and thus require adequate tool support
for debugging and performance analysis. The PROPER workshop serves as a
forum to present novel work on scalable methods and tools for high-performance
computing. It covers parallel program development and analysis, debugging, cor-
rectness checking, and performance measurement and evaluation. Further topics
include the integration of tools with compilers and the overall development envi-
ronment, as well as success stories reporting on application performance, scala-
bility, reliability, power and energy optimization, or productivity improvements
that have been achieved using tools.

This year’s keynote on “Rethinking Productivity and Performance for the
Exascale Era” was given by Prof. Allen D. Malony, Department of Computer
and Information Science, University of Oregon. The talk discussed directions for
parallel performance research and tools that target the scalability, optimization,
and programmability challenges of next-generation HPC platforms with high
productivity as an essential outcome. Further, Prof. Malony stated that it is
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becoming more apparent that in order to address the complexity concerns un-
folding in the exascale space, we must think of productivity and performance in
a more connected way and the technology to support them as being more open,
integrated, and intelligent.

Program Chairs

José Gracia High-Performance Computing Center
Stuttgart, Germany

Steering Committee

Andreas Knüpfer (Chair) Technische Universität Dresden, Germany
Michael Gerndt Technische Universität München, Germany
Shirley Moore University of Texas at El Paso, USA
Matthias Müller RWTH Aachen, Germany
Martin Schulz Lawrence Livermore National Laboratory, USA
Felix Wolf German Research School for Simulation

Sciences, Germany

Program Committee

José Gracia (Chair) HLRS, Germany
Denis Barthou Inria, France
David Böhme German Research School for Simulation

Sciences, Germany
Karl Fürlinger LMU München, Germany
Michael Gerndt TU München, Germany
Kevin Huck University of Oregon, USA
Koji Inoue Kyushu University, Japan
Andreas Knüpfer TU Dresden, Germany
Ignacio Laguna Lawrence Livermore National Laboratory, USA
John Mellor-Crummey Rice University, USA
Matthias Müller RWTH Aachen, Germany
Shirley Moore University of Texas at El Paso, USA
Martin Schulz Lawrence Livermore National Laboratory, USA
Nathan Tallent Pacific Northwest National Laboratory, USA
Jan Treibig RRZE, Friedrich-Alexander-Universität

Erlangen-Nürnberg, Germany
Felix Wolf German Research School for Simulation

Sciences, Germany
Brian Wylie Jülich Supercomputing Centre, Germany
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First International Workshop on Reproducibility in
Parallel Computing (REPPAR)

Workshop Description

The workshop is concerned with experimental practices in parallel computing
research. We are interested in research works that address the statistically rig-
orous analysis of experimental data and visualization techniques of these data.
We also encourage researchers to state best practices to conduct experiments
and papers that report experiences obtained when trying to reproduce or repeat
experiments of others. The workshop also welcomes papers on new tools for ex-
perimental computational sciences, e.g., tools to archive large experimental data
sets and the source code that generated them. This includes (1) workflow sys-
tems for defining the experimental structure of experiments and their automated
execution as well as (2) experimental testbeds, which may serve as underlying
framework for experimental workflows, e.g., deploying personalized operating
system images on clusters.

Program Chairs

Sascha Hunold Vienna University of Technology, Austria
Arnaud Legrand CNRS, LIG Grenoble, France
Lucas Nussbaum CNRS, LORIA, France
Mark Stillwell Cranfield University, UK

Program Committee

Henri Casanova University of Hawai‘i, USA
Olivier Dalle University of Nice - Sophia Antipolis, France
Andrew Davison CNRS, France
Georg Hager University of Erlangen-Nuremberg, Germany
James Hetherington University College London, UK
Olivier Richard LIG Grenoble, France
Lucas M. Schnorr Universidade Federal do Rio Grande do Sul,

Brazil
Jesper Larsson Träff Vienna University of Technology, Austria
Jan Vitek Purdue University, USA
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Second Workshop on Runtime and Operating Systems for
the Many-core Era (ROME 2014)

Workshop Description

Since the beginning of the multicore era, parallel processing has become preva-
lent across the board. However, in order to continue a performance increase
according to Moore’s Law, a next step needs to be taken: away from common
multi-cores toward innovative many-core architectures. Such systems, equipped
with a significant higher amount of cores per chip than multi-cores, pose chal-
lenges in both hardware and software design. On the hardware side, complex
on-chip networks, scratchpads, and memory interfaces as well as cache hierar-
chies, cache-coherence strategies and the building of coherency domains have to
be taken into account.

However, the ROME workshop focuses on the software side because with-
out complying system software, runtime and operating system support, all these
new hardware facilities cannot be exploited. Hence, the new challenges in hard-
ware/software co-design are to step beyond traditional approaches and to wage
new programming models and OS designs in order to exploit the theoretically
available performance as effectively and power-aware as possible.

This focus of the ROME workshop stands in the tradition of a successful series
of events originally hosted by the Many-core Applications Research Community
(MARC). Such MARC symposia took place at the Hasso Plattner Institute in
Potsdam in 2011, at the ONERA Research Center in Toulouse in 2012 and at
the RWTH Aachen University in 2012. This successful series was then continued
by the 1st ROME workshop (Runtime and Operating Systems for the Many-
core Era) at the Euro-Par 2013 conference in Aachen as a thematically related
follow-up event for a broader audience.

This year, this tradition was again pursued by holding the Second ROME
workshop in conjunction with the Euro-Par 2014 conference in Porto. The orga-
nizers were very happy that Prof. Norbert Eicker from Jülich Supercomputing
Centre (JSC) volunteered to give an invited keynote for this workshop with
the title “Running DEEP – Operating Heterogeneous Clusters in the Many-core
Era.”

Program Chairs

Stefan Lankes RWTH Aachen University, Germany
Carsten Clauss ParTec Cluster Competence Center GmbH,

Germany

Program Committee

Carsten Clauss ParTec Cluster Competence Center GmbH,
Germany

Stefan Lankes RWTH Aachen University, Germany
Timothy Mattson Intel Labs, USA
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Jörg Nolte BTU Cottbus, Germany
Eric Noulard ONERA, France
Andreas Polze Hasso Plattner Institute, Germany
Michael Riepen IAV GmbH, Germany
Bettina Schnor University of Potsdam, Germany
Oliver Sinnen University of Auckland, New Zealand
Christian Terboven RWTH Aachen Univeristy, Germany
Carsten Trinitis TU München, Germany
Theo Ungerer Universität Augsburg, Germany
Josef Weidendorfer TU München, Germany

Additional Reviewers

Christian Bradatsch Universität Augsburg, Germany
David Büttner TU München, Germany
Steffen Christgau University of Potsdam, Germany
Ralf Jahr Universität Augsburg, Germany
Tilman Küstner TU München, Germany
Simon Pickartz RWTH Aachen University, Germany
Randolf Rotta BTU Cottbus, Germany
Roopak Sinha University of Auckland, New Zealand
Vincent Vidal ONERA, France

7th Workshop on Resiliency in High-Performance
Computing in Clusters, Clouds, and Grids (Resilience
2014)

Workshop Description

Clusters, clouds, and grids are three different computational paradigms with the
intent or potential to support high performance computing (HPC). Currently,
they consist of hardware, management, and usage models particular to differ-
ent computational regimes, e.g., high-performance cluster systems designed to
support tightly coupled scientific simulation codes typically utilize high-speed
interconnects and commercial cloud systems designed to support software as a
service (SAS) do not. However, in order to support HPC, all must at least utilize
large numbers of resources and hence effective HPC in any of these paradigms
must address the issue of resiliency at large scale.

Recent trends in HPC systems have clearly indicated that future increases in
performance, in excess of those resulting from improvements in single-processor
performance, will be achieved through corresponding increases in system scale,
i.e., using a significantly larger component count. As the raw computational per-
formance of these HPC systems increases from today’s tera- and peta-scale to
next-generation multi-peta-scale capability and beyond, their number of compu-
tational, networking, and storage components will grow from the ten-to-one-
hundred thousand compute nodes of today’s systems to several hundreds of
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thousands of compute nodes and more in the foreseeable future. This substantial
growth in system scale, and the resulting component count, poses a challenge
for HPC system and application software with respect to fault tolerance and
resilience.

Furthermore, recent experience in extreme-scale HPC systems with non-
recoverable soft errors, i.e., bit flips in memory, cache, registers, and logic added
another major source of concern. The probability of such errors not only grows
with system size, but also with increasing architectural vulnerability caused by
employing accelerators, such as FPGAs and GPUs, and by shrinking nanometer
technology. Reactive fault-tolerance technologies, such as checkpoint/restart, are
unable to handle high failure rates due to associated overheads, while proactive
resiliency technologies, such as migration, simply fail as random soft errors can-
not be predicted. Moreover, soft errors may even remain undetected resulting in
silent data corruption.

The goal of this workshop is to bring together experts in the area of fault
tolerance and resilience for HPC to present the latest achievements and to discuss
the challenges ahead. The program of the Resilience 2014 workshop included one
keynote and six high-quality papers. The keynote was given by Ives Robert from
ENS Lyon with the title “Algorithms for Coping with Silent Errors.”

Workshop Chairs

Stephen L. Scott Tennessee Technological University and Oak
Ridge National Laboratory, USA

Chokchai (Box) Leangsuksun Louisiana Tech University, USA

Program Chairs

Patrick G. Bridges University of New Mexico, USA
Christian Engelmann Oak Ridge National Laboratory, USA

Program Committee

Ferrol Aderholdt Tennessee Institute of Technology, USA
Vassil Alexandrov Barcelona Supercomputer Center, Spain
Wesley Bland Argonne National Laboratory, USA
Greg Bronevetsky Lawrence Livermore National Laboratory, USA
Franck Cappello Argonne National Laboratory, USA
Zizhong Chen University of California at Riverside, USA
Nathan DeBardeleben Los Alamos National Laboratory, USA
Kurt Ferreira Sandia National Laboratory, USA
Cecile Germain Université Paris-Sud, France
Larry Kaplan Cray Inc., USA
Dieter Kranzlmueller Ludwig Maximilians University of Munich,

Germany
Sriram Krishnamoorthy Pacific Northwest National Laboratory, USA
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Scott Levy University of New Mexico, USA
Celso Mendes University of Illinois Urbana-Champaign, USA
Kathryn Mohror Lawrence Livermore National Laboratory, USA
Christine Morin Inria Rennes, France
Mihaela Paun Louisiana Tech University, USA
Alexander Reinefeld Zuse Institute Berlin, Germany
Rolf Riesen Intel Corporation, USA

Workshop on Software for Exascale Computing
(SPPEXA 2014)

Workshop Description

SPPEXA is a priority program of the German Research Foundation (DFG).
It targets the challenges of programming for exascale performance, which have
been recognized in recent years and are being addressed by national and inter-
national research initiatives around the world. Exascale computing promisses
performance in the range of 1018 floating-point operations per second. Today’s
fastest supercomputers are just a factor of 30 away from this mark. Software
technology faces extreme challenges, mainly because of the massive on-chip par-
allelism necessary to reach exascale performance, and because of the expected
complexity of the architectures that will be able to deliver it.

The DFG runs close to 100 priority programs at any one time, each lasting
up to six years. SPPEXA started in January 2013 and will run through to the
end of 2018. It consists of two three-year funding periods. In the first period, 13
projects were chosen from 67 proposals. Each project is being run by a multi-site
consortium with between three and five funded research positions. The overall
funding amounts to roughly 3.7 million Euro per year. Each project addresses
at least two and concentrates on at most three of the following six challenges:

– Computational algorithms
– System software
– Application software
– Data management and exploration
– Programming
– Software tools

The program is more than the sum of the individual projects. There are inter-
project collaborations and program-wide activities like an annual SPPEXA Day
and an annual Coding Week devoted each year to a specific theme.

This workshop started with a keynote by Rosa Badia from the Barcelona
Supercomputing Center and then continued with the initial results of the follow-
ing six of the 13 projects:
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– EXA-DUNE: Flexible PDE Solvers, Numerical Methods and Applications
– DASH: Data Structures and Algorithms with Support for Hierarchical Lo-

cality
– ExaStencils: Advanced Stencil-Code Engineering
– EXAHD: An Exa-Scalable Two-Level Sparse Grid Approach for Higher-

Dimensional Problems in Plasma Physics and Beyond
– ESSEX: Equipping Sparse Solvers for Exascale
– Catwalk: A Quick Development Path for Performance Models

For more information on the program and the individual projects, please
consult the website: http://www.sppexa.de.

Program Chairs

Christian Lengauer University of Passau, Germany
Wolfgang Nagel Technical University of Dresden, Germany

Program Committee

Christian Lengauer University of Passau, Germany
Wolfgang Nagel Technical University of Dresden, Germany
Christian Bischof Technical University of Darmstadt, Germany
Alexander Reinefeld Humboldt University of Berlin, Germany
Gerhard Wellein Friedrich Alexander University, Germany
Ramin Yahyapour University of Göttingen, Germany

First Workshop on Techniques and Applications for
Sustainable Ultrascale Computing Systems (TASUS 2014)

Workshop Description

The TASUS workshop series started in 2014 to join researchers on ultrascale
computing systems (UCS), envisioned as a large-scale complex system joining
parallel and distributed computing systems, perhaps located at multiple sites,
that cooperate to provide solutions to the users. As a growth of two or three or-
ders of magnitude of today’s computing systems is expected, including systems
with unprecedented amounts of heterogeneous hardware, lines of source code,
numbers of users, and volumes of data, sustainability is critical to ensure the
feasibility of these systems. Due to these needs, currently there is an emerging
cross-domain interaction between high-performance computing in clouds or the
adoption of distributed programming paradigms, such as Map Reduce, in sci-
entific applications, the cooperation between HPC and distributed system com-
munities still poses many challenges toward building the ultrascale systems of
the future. Especially in unifying the services to deploy sustainable applications
portable to HPC systems, multi-clouds, data centers, and big data.
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The TASUS workshop focuses specially on the software side, aiming at bring-
ing together researchers from academia and industry interested in the design,
implementation, and evaluation of services and system software mechanisms to
improve sustainability in ultrascale computing systems with a holistic approach,
including topics like scalability, energy barrier, data management, programma-
bility, and reliability.

Program Chairs

Jesus Carretero Carlos III University of Madrid, Spain
Laurent Lefevre Inria, ENS of Lyon, France
Gudula Rünger Technical University of Chemnitz, Germany
Domenico Talia Universitá della Callabria, Italy

Program Committee

Francisco Almeida Universidad de la Laguna, Spain
Angelos Bilas ICS, FORTH, Greece
Pascal Bouvry University of Luxembourg, Luxembourg
Harold Castro Universidad de los Andes, Colombia
Alok Choudhary Northwestern University, USA
Michele Colajanni Università di Modena e Reggio Emilia, Italy
Toni Cortes BSC, Spain
Raimondas Ciegis Vilnius Gediminas Technical University,

Lithuania
Georges DaCosta Université Paul Sabatier, Tolouse 3, France
Jack Dongarra University of Tennessee, USA
Skevos Evripidou University of Cyprus, Cyprus
Thomas Fahringer University of Innsbruck, Austria
Sonja Filiposka University of Ss Cyril and Methodius,

FYR Macedonia
Javier Garcia-Blas University Carlos III of Madrid, Spain
Jose D. Garcia University Carlos III of Madrid, Spain
Florin Isaila Argonne National Labs, USA
Emmanuel Jeannot Inria Bordeaux Sud-Ouest, France
Helen Karatza Aristotle University of Thessaloniki, Greece
Alexey Lastovetsky University College Dublin, Ireland
Dimitar Lukarski Uppsala University, Sweden
Pierre Manneback University of Mons, Belgium
Svetozar Margenov Bulgarian Academic of Sciences, Bulgaria
Attila Marosi Hungarian Academy of Sciences, Hungary
M. José Mart́ın University of Coruña, Spain
Anastas Mishev University of Ss Cyril and Methodius,

FYR Macedonia
Ricardo Morla Universidade de Porto, Portugal
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7th Workshop on UnConventional High-Performance
Computing (UCHPC 2014)

Workshop Description

Recent issues with the power consumption of conventional HPC hardware re-
sulted in new interest in both accelerator hardware and low-power mass-market
hardware. The most prominent examples are GPUs, yet FPGAs, DSPs, and
other embedded designs may also provide higher power efficiency for HPC ap-
plications. The so-called dark silicon forecast, i.e., that not all transistors can be
active at the same time, may lead to even more specialized hardware in future
mass-market products. Exploiting this hardware for HPC can be a worthwhile
challenge.

As the word “UnConventional” in the title suggests, the workshop focuses
on usage of hardware or platforms for HPC that are not (yet) conventionally
used today, and may not be designed for HPC in the first place. Reasons for its
use can be raw computing power, good performance per watt, or low cost. To
address this unconventional hardware, often, new programming approaches and
paradigms are required to make best use of it. A second focus of the workshop
is on innovative, (yet) unconventional new programming models.

To this end, UCHPC tries to capture solutions for HPC that are unconven-
tional today, but could become conventional and significant tomorrow, and thus
provide a glimpse into the future of HPC.

This year was the seventh time the UCHPC workshop took place, and it was
the fifth time in a row that it was co-located with Euro-Par (each year since
2010). Before that, it was held in conjunction with the International Confer-



Workshop Introduction and Organization XXXVII

ence on Computational Science and Its Applications 2008 and with the ACM
International Conference on Computing Frontiers 2009. However, UCHPC is a
perfect addition to the scientific fields of Euro-Par, and this is confirmed by the
continuous interest we see among Euro-Par attendees for this workshop.

While the general focus of the workshop is fixed, the topic is actually a moving
target. For example, GPUs were quite unconventional for HPC a few years ago,
but today a notable portion of the machines in the Top500 list are making use
of them. Currently, the exploitation of mobile processors for HPC – including
on-chip GPU and DSPs – are a hot topic, and we had a fitting invited talk on
the EU Mont-Blanc project given by Axel Auweter, LRZ, Germany.

These proceedings include the final versions of the papers presented at UCHPC
and accepted for publication. They take the feedback from the reviewers and
workshop audience into account.

The workshop organizers want to thank the authors of the papers for joining
us in Porto, the Program Committee for doing the hard work of reviewing all
submissions, the conference organizers for proving such a nice venue, and last
but not least the large number of attendees this year.

Program Chairs
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Steering Committee

Lars Bengtsson Chalmers University of Technology, Sweden
Jens Breitbart Technische Universität München, Germany
Anders Hast Uppsala University, Sweden
Josef Weidendorfer Technische Universität München, Germany
Jan-Philipp Weiss COMSOL, Sweden
Ren Wu Baidu, USA
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9th Workshop on Virtualization in High-Performance
Cloud Computing (VHPC 2014)

Workshop Description

Virtualization technologies constitute a key enabling factor for flexible resource
management in modern data centers, and particularly in cloud environments.
Cloud providers need to dynamically manage complex infrastructures in a seam-
less fashion for varying workloads and hosted applications, independently of the
customers deploying software or users submitting highly dynamic and hetero-
geneous workloads. Thanks to virtualization, we have the ability to manage
vast computing and networking resources dynamically and close to the marginal
cost of providing the services, which is unprecedented in the history of scien-
tific and commercial computing. Various virtualization technologies contribute
to the overall picture in different ways: machine virtualization, with its capa-
bility to enable consolidation of multiple underutilized servers with heteroge-
neous software and operating systems (OSes) and its capability to live-migrate
a fully operating virtual machine (VM) with a very short downtime, enables
novel and dynamic ways to manage physical servers; OS-level virtualization,
with its capability to isolate multiple user-space environments and to allow for
their co-existence within the same OS kernel, promises to provide many of the
advantages of machine virtualization with high levels of responsiveness and per-
formance and I/O virtualization allowing physical NICs/HBAs to take traffic
from multiple VMs.
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The workshop series on Virtualization in High-Performance Cloud Comput-
ing (VHPC) – originally the Workshop on Xen in High-Performance Cluster
and Grid Computing Environments – started in 2006. It aims to bring together
researchers and industrial practitioners facing the challenges posed by virtual-
ization. VHPC provides a platform that fosters discussion, collaboration, mutual
exchange of knowledge and experience, enabling research to ultimately provide
novel solutions for virtualized computing systems of tomorrow.

VHPC 2014 was again successfully co-located with Euro-Par. We would like
to thank the organizers of this year’s conference and the invited speakers: Helge
Meinhard, CERN, and Ron Brightwell, Sandia National Laboratories, for their
very well received talks.

Program Chairs
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Wolfgang E. Nagel, Eduard A. Jorswieck, and Matthias S. Müller



Table of Contents – Part II XLV

9th Workshop on Virtualization in High-Performance
Cloud Computing (VHPC 2014)

Migration Techniques in HPC Environments . . . . . . . . . . . . . . . . . . . . . . . . . 486
Simon Pickartz, Ramy Gad, Stefan Lankes, Lars Nagel, Tim Süß,
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Dirk Pflüger, Hans-Joachim Bungartz, Michael Griebel,
Frank Jenko, Tilman Dannert, Mario Heene,
Christoph Kowitz, Alfredo Parra Hinojosa, and Peter Zaspel



XLVI Table of Contents – Part II

ESSEX: Equipping Sparse Solvers for Exascale . . . . . . . . . . . . . . . . . . . . . . 577
Andreas Alvermann, Achim Basermann, Holger Fehske,
Martin Galgon, Georg Hager, Moritz Kreutzer, Lukas Krämer,
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and René Haijema

Parallel Shared-Memory Multi-Objective Stochastic Search for
Competitive Facility Location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
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