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Abstract. In this research, we propose an interactive display system
that has a simple implementation. The system is composed of a smart-
phone, PC, display, and cloud service; it realizes a CAVE-like immersive
system by employing simple devices. Relative location information is
acquired by the user’s smartphone and a marker (or markers). Based
on this information, the system renders the appropriate image in real
time. In this paper, we describe the implementation and operation of
the proposed system.

1 Introduction

In recent years, personal head-mounted displays (HMD) such as Oculus Rift have
been distributed, and immersive virtual-world display systems, such as gaming
environments, have drawn public attention. Not only HMDs but also immersive
projection technology (IPT)-based displays such as the Cave Automatic Vir-
tual Environment (CAVE) system have been developed as immersive displays.
(The CAVE system is an immersive virtual reality environment where projectors
are directed to several walls of a room-sized cube.) IPT display methods require
displays or screens located around a user, whereas an HMD covers the user’s
eyes. Both systems interactively change the displayed image based on the user’s
movement and produce an immersive sensory experience.

However, both systems have several problems. IPT displaying methods
require location sensors, multiple projectors, and multiple screens. These are
expensive, lack portability and require a large space. Thus, the IPT display
method is unsuited to personal use; its use is limited to research or large events.
On the other hand, HMD realizes a personal immersive environment, and is now
becoming more widespread. However, the system covers the user’s eyes; thus, it
cannot be used in everyday life. In addition, the display might induce virtual
sickness owing to differences between the user’s movement and the displayed
image [1].

Here we propose novel but simple immersive display framework that employ
smartphone, normal PC, LCD displays, and cloud service. In this study, we pro-
pose a simple, novel immersive display framework that employs a smartphone, a
basic PC, an LCD display, and a cloud service. Using this framework, we create
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simple interactive content and evaluate the functionality of the location infor-
mation system. As shown in Fig. 1, a smartphone captures the displayed marker
and sends the calculated relative location data to a location server in real time.
An image server acquires the data and controls the displayed computer graphics.
By controlling the displayed image based on location information regarding the
user, the framework realizes a motion-parallax-based 3D display. By evaluating
the latency of the system, we verify the functionality of the proposed framework
and the capability of the framework to display interactive contents.

2 Related Research

In recent years, Oculus Rift has drawn attention as a personalized immersive
display. The display has gyro, acceleration, and magnetic sensors, and estimates
the orientation of the user. The information is used for generating interactive
content for the user. Although the device can estimate the orientation of the
user, location information cannot be estimated.

The CAVE system, the basis of IPT, was developed by Cruz, et al. [2]. The
system has four screens surrounding the user; it displays immersive content to
the screens using projectors. The user wears active-shuttered 3D glasses with a
magnetic location sensor. The system estimates the location and orientation of
the user from the sensor data and generates location-based binocular vision for
the user. The system requires a magnetic location sensor and multiple projectors
and screens. This setup is expensive, lacks portability, and requires a large space.
Thus, the IPT display method is unsuited to personal use, and its use is limited
to research or large events.

Another immersive system, called RoomAlive [3], displays wide immersive
vision for a whole room, including the furniture. The system measures all of the
shapes in the room and the location of the user and generates an appropriate dis-
played image. However, the system requires the setup of a camera and a projector
system in the room, and measurement of the room beforehand.

Our proposed system estimates user location information and uses simple
equipment (only a smartphone, a basic PC, an LCD display, and a cloud service).
In the next section, we describe the proposed system.

3 Proposed System

In this paper, we propose a novel framework for obtaining more precise informa-
tion in a simple manner in an urban environment where you can see many displays
such as digital signage or large electronic billboards. Conventional augmented
reality (AR) technology employs a homography matrix to calculate relative loca-
tion information between a marker and a camera. This locating technology offers
not only translation information but also rotation information. In addition, even
if the marker is far away, once the camera captures it, the technology will derive
the location information. Thus, we expand the technology to precisely measure
the client’s location.
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Fig. 1. Dataflow of the pro-
posed system

Fig. 2. A use case of the proposed system; He
looks around a virtual work of art.

In this section, we explain the proposed system. A PC will display a marker on
an LCD display, and a user will capture the displayed marker with a smartphone.
The phone calculates relative location information and sends the data to a cloud-
migrated location data server. With this system, we can create the basis of an
indoor locating system. In addition, by employing the location information as
feedback for displaying the content, we can easily construct interactive content.

3.1 System Flow

The system consists of a client terminal (a smartphone), a cloud-migrated loca-
tion data server, a content server, and a display (Fig. 1). The client terminal
acts as the viewpoint for the user; thus, the user holds the terminal in front of
their face. AR markers are displayed on the displays. If the camera on the termi-
nal captures a marker, the terminal calculates location information between the
marker and the terminal. As the client device, we employ an android smartphone,
and as the location server, we use the Heroku service. The location information
is sent to the cloud server. To produce computer graphics, the image server
acquires relative location information from the Heroku server. In this way, to
construct interactive content, we can employ any client device and any image
server that has a network connection. The AR marker does not have to be a dot
pattern; it can be any natural image that does not interfere with the content
itself. The interactive content works as follows: the users can see changes in the
appearance of content according to their own movement. If the user moves left,
the appearance changes to the image from the left point of view. If the user
moves right, it changes to the image from the right point of view. Based on
the viewpoint control of the user’s location, a motion-parallax-based image is
generated. Figure 2 shows a use case of the system.

4 Implementation

In this section, we describe the design of the implementation. This system
requires fast data transfer to realize real-time responses to the user’s move-
ment. Thus, we chose WebSockets and designed a transfer protocol that is fast
and compact. WebSockets provides bi-directional communication while keeping
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the connection open. The contents of the communication are transfer matrices
between client terminal and AR markers, and the identification number of the
AR marker.

On the client terminal, the application captures the surrounding environment
and searches for AR markers. The application specifies the identification num-
bers of the markers and calculates transfer matrices between client terminal and
AR markers based on the captured markers. Next, the application converts the
transfer matrices into binary data using MessagePack [4] and sends the message
to the location server, which uses Heroku [5]. For the terminal client, we use a
Nexus 7 and an application built with an AR library, Metaio [6].

Next, we prepare a location server. The purpose of the location server is to
process and relay the message to the application server. If the server knows the
absolute position of the markers, it can also calculate the absolute position of the
terminal. By returning the absolute position information to the content server,
the content server can provide different positioning services to the user. For the
location server, we employ a cloud server, Heroku.

Next, the content server receives the location data for the terminal from the
location server. The server parses the relayed message and acquires the trans-
fer matrices. Based on these matrices, the PC renders virtual images. For the
prototype system, we employ the gaming engine Unity [7].

5 Experiment

To evaluate the functionality of interactive content with the proposed frame-
work, we performed several experiments. First, we evaluated communication and
processing delay in terms of a frame rate. Second, we performed experiments to
validate the preciseness of the estimated location.

5.1 Interactivity

To evaluate the interactivity of the proposed system, we measured communica-
tion and processing delay in terms of a frame rate. During 3-second recordings
of the transferred messages from the terminal to the content server, we acquired
the frame rate of the system. Table 1 shows the measured results. Table 1 shows
the measured results.

Table 1. Frame rate of the system

Send Receive

Average [ms] 56.6 57.6

Frame rate [fps] 17.7 17.4
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Fig. 3. Experimental setup Fig. 4. Measurement result of transla-
tion (Z-axis)

Fig. 5. Measurement result of transla-
tion (X-axis)

Fig. 6. Measurement result of rotation

5.2 Preciseness

To evaluate the preciseness of the location measurement, we measured transla-
tion and rotation data and compared them to the actual values. Figure 3 shows
the experimental setup.

The center of the AR marker is the origin of the system; the normal direction
of the marker is the z axis. The client terminal is placed in front of the AR
marker. We set the client position Xc to be 0 mm and moved the client position
Zc, from 150 mm to 1150 mm at intervals of 50 mm and measured the transfer
matrices. Figure 4 shows the results. Next, we set the client position Zc to be
500 mm and moved Xc from−160 mm to 160 mm at intervals of 20 mm and
measured the transfer matrices. Figure 5 shows the results. Third, we set the
client at Zc = 500 mm and rotated it around the origin by ±16◦. Figure 6 shows
the results.

5.3 Results

From the interactivity experiment results, the frame rate of the proposed system
is around 17 frames per second. This is not high enough for a fully interactive
system; however, some interactivity can be achieved. From the preciseness exper-
iment result, the translation results show linear behavior that is very close to
the actual values. In the Z-axis results, the maximum error rate is 17%. On
the other hand, the X-axis results show a maximum error rate of approximately
10%. In the results for rotation, the error remains below approximately 3◦.
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6 Conclusion

In this research, we propose an interactive display system that makes a user
feel as though they are gazing at a virtual space outside a window. The
system is composed of simple devices, including a smartphone, a PC, a display,
and cloud services; thus, it realizes an immersive CAVE-like system using only
simple devices. Relative location information is acquired by the user’s smart-
phone and a marker (or markers). Based on this information, the system renders
the appropriate image in real time. From the experimental results, the system
can display roughly 17 frames per second. In addition, the error rate of mea-
surements is kept small. By making the server a cloud service, we can use this
location service nearly everywhere. For example, we can use the service in an
urban environment where you can see many displays such as digital signage or
large electronic billboards indoors (e.g., in underground shopping centers, build-
ings, or shopping malls). Thus, we can expand the technology and measure client
locations precisely, not only for interactions between real and virtual worlds, but
also between multiple locations in the real world.

Furthermore, several precise vision-based local positioning technologies such
as PTAM [8] or Smart AR [9] have been developed. These technologies do not
employ recorded markers, but instead, use general objects to locate the client.
With these technologies, our proposed system can be made more precise and
immersive. In future work, we plan to incorporate these technologies with our
system and propose more powerful applications.
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