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Abstract. Visualization and manipulation of a discipline's content integrated 

with educational planning can enhance teaching and facilitate the learning 

process. This paper presents a set of tools developed to explore educational 

content using a multi projection system with high immersion and interaction 

support for group learning and a support run on Internet browsers for individ-

ual learning. The objects visualized are enriched with multimedia content such 

as video, audio, and text and can be used in different educational proposals. In 

this work, these tools were populated with content for teaching computer archi-

tecture for computer undergraduate students. 

 

Keywords: Virtual Reality, Immersive Visualization, Teaching, Learning, Mul-

timedia. 

 

1. Introduction 

It is becoming increasingly common for students in educational environments to 

use smartphones, laptops, and tablets with high processing capacity and visualization. 

This has motivated studies on integrating these devices with educational practices in 

classrooms, which might allow more effective support for the new digital culture age. 

Teachers need to understand the modern technological society and how this current 

digital culture can be favorable to the learning process, bringing interactivity and 

autonomy to the process of knowledge acquisition. 

At present, teachers can take advantage of digital technologies in educational 

practices, promoting real knowledge gain according to the level of development, 

skills, and abilities of students in training [1]. Therefore, mere technology adoption is 

not enough; this requires planning and appropriate tools. The main features of the 

digital learning culture point to new needs in student training [2, 3, 4, 5, 6], for exam-

ple, how to organize and assign meaning and sense to information researched by 



learners, in order to build knowledge and develop the capacity of learning manage-

ment, knowledge, and training. 

Simulation is an example of a technological tool that can be used by teachers to 

get closer to the actual digital culture age. By means of this, it is possible to represent 

situations that would be impossible without this computational solution, even in real 

laboratories [7, 8]; one example is an expedition inside an erupting volcano [9]. Using 

simulators, the users enter a virtual place and visualize, manipulate, and exploit some 

data in real time [10]. For that, they use their senses, particularly the natural three-

dimensional movements of the body. A simulation activity can strengthen, facilitate, 

and consolidate the understanding of involved concepts during a study. Moreover, 

such activities must be supported by a well-defined pedagogical strategy to be able to 

achieve good results in the educational process. Simulation can also be a precious tool 

in group work, mainly in situations that involve decisions during an activity such as, 

for example, choosing the route in a driving simulation. Different students can test 

and evaluate various hypotheses and thus understand their decisions and those deci-

sions’ consequences. Moreover, adoption of simulators in a classroom tends to en-

courage and promote the learning process, making it an exciting way of learning. 

There are several kinds of simulators [11, 12], for instance, static simulators, 

which requires no whole-body movement or significant physical effort by the stu-

dents; another example is dynamic simulators, which the users move through the im-

mersive and interactive virtual environment, providing a greater degree of freedom. 

The immersive simulators discussed in this paper are dynamic, and they are based on 

virtual reality, a computer area able to create synthetic environments that enable the 

exploration of basic senses of the human body such as vision, hearing, touch, and 

smell. The main features of these tools are immersion, interactivity, and involvement. 

Immersion has the capacity to hold the user’s attention; interactivity is related to the 

capacity of the system to respond to user actions; and the involvement is aimed at user 

engagement in the activity. User immersive interaction is achieved, for instance, by 

using 3D stereoscopic display devices, touch feeling devices (haptic devices), and 

devices that capture the user’s movements. User engagement with simulations is 

achieved with planned actions during the simulation, for example, setting challenges 

to be achieved. 

This paper presents a set of educational tools developed to support well-defined 

pedagogical strategies that promote learning situations that are not arbitrary. The first 

tool is an immersive and interactive simulator running on a multi projection system, a 

CAVE-like (Cave Automatic Virtual Environment [13]) system called miniCAVE. In 

this environment, teacher and students work in a group to simulate some educational 

content. The other tool shown is also a simulator, but it runs on web browsers (e.g., 

Firefox, Chrome, and Explorer), and it is aimed at promoting student self-study. It is 

also part of the set of two other tools that are used for the preparation of the simula-

tion. 

The paper is organized as follows: section 2 discusses the use of simulations in 

teaching; section 3 presents the research method; section 4 presents the developed 

computational tools; section 5 describes the process of creating educational content 

for these tools; and finally, section 6 covers some conclusions. 



2. Using Simulations for Teaching 

The use of simulators in the educational context is not new; it has already been 

applied in various situations such as the teaching of physics [14], chemistry [15],  

biology [16, 17], and medicine [18, 19]. Guimarães and Gnecco [20] showed virtual 

environments for astronomy education. Dias and colleagues [21] developed a system 

to support the teaching of dental structures using semantic descriptions in virtual envi-

ronments. Souza and colleagues [22] have created a simulator for the operating sys-

tems discipline. 

The tools presented in this paper are different from the others in several aspects, 

including: the high degree of immersion (3D) and interaction by means of input de-

vices such as Kinect, the Wii remote, a keyboard, and a mouse; the possibility of de-

veloping activities in groups or individually; customization that addresses educational 

content, and integration with multimedia resources (video, audio, and text). The sup-

port that allows the semantic description (meaning) of the models is part of such tools. 

This feature makes the organization of the content flexible; for example, in a comput-

er motherboard simulation, the teacher can simply select the processor and can easily 

assign it (through links) with some multimedia content available on the Internet. 

Thus, the developed tools described in this paper go beyond a simple viewer of 3D 

objects; they are a solution that allows a teacher to plan and execute lessons according 

to his or her educational goals. 

Until recently, the effective use of virtual reality applications in the educational 

context had as barriers the high price of the equipment and the small amount of avail-

able software. However, technological advances have reversed this situation; current-

ly, it is possible to build virtual reality laboratories at an affordable cost for educa-

tional institutions [23]. Equipment such as computers and projectors are capable of 

generating good quality images, and appropriate software can now be purchased in 

the marketplace [20]. 

The tools presented in this paper provide the use of high quality and easy to use 

simulations in the educational context. The goal is to provide solutions that allow 

teachers to focus their work on educational goals and not on technological aspects. 

Figure 1 depicts the use of our tools. Initially, the content is addressed by the 

teacher; afterward, the teacher defines the educational strategy and content and then 

performs the group simulation (at an institution). After this, the students perform their 

self-study (at home). And finally, the learning is evaluated and is used as input into a 

new teaching-learning cycle. Thus, it is expected that students will play the role of 

coauthors of the learning situations by means of scenario simulations guided by im-

mersion, interactivity, and involvement. Viewing scenarios should be able to stimu-

late interest and, consequently, enhance the learning activity [1]. 

 



 
Fig. 1. Teaching-learning cycle 

The success of learning to use our tools depends on this cycle, which requires a 

clear definition of goals and steps taken during the use of the resources involved. For 

this, additional complementary resources such as formal presentations, readings, and 

discussions are required in the classroom. Only in this way can education become 

efficient and effective, enabling the student to apply such knowledge in the real 

world. 

3. Research Method  

Most software for immersive and interactive environments is designed to display 

3D models and is generally tailored to specific problems, for instance, astronomy or 

physical education. So we projected the tools from the beginning to be adapted to 

various educational contexts. For this, we used Unified Modeling Language (UML). 

The agile method of extreme programming [24, 25] was used to develop the set of 

tools. The teamwork was done by the authors of this paper, who are from the comput-

er and education areas. The tools were developed using the Java language, which 

allowed the development of web and local tools in a similar way, since Java applica-

tions are able to run on browsers (as applets). Finally, we used the content of the 

computer architecture discipline to perform the validation. 

4. Using Simulations for Teaching-Learning Process 

This section presents the developed tools, which are: 

• Immersive viewing: this is a tool used by the teacher to provide 3D 

immersion and interaction with objects during a group activity. It is executed 

on multi projection systems, such as CAVE-like systems. This tool depends 

on specific equipment such as screens and projectors, so it is best executed in 

an educational institute that has a virtual reality laboratory. It runs on a 

commodity cluster that has 3D graphic cards. 



• Simple viewing: this is a tool used by students to perform self-study. It runs 

on Internet browsers, so it can run on a personal computer. 

• Multimedia editor: this is a tool used by the teacher that allows the 

association of multimedia content with 3D models. 

• Semantic editor: this is a tool used by the teacher to create semantic 

descriptions about every 3D model visualized. 

4.1 Immersive Viewing 

Figure 2 depicts the Immersive Viewing tool being executed. In this example, the 

application is running in a miniCAVE environment composed of three side walls with 

passive stereoscopic 3D and supporting multiple interaction devices. To ensure that 

everyone can interact satisfactorily with the environment, it should have a maximum 

of 12 people using it. 

In addition to the polarized screens, the environment consists of a six-node com-

puter cluster that has 3D graphics cards, six high-definition projectors, and interaction 

devices such as Microsoft Kinect, Wiimote, and keyboard/mouse. There are three 

kinds of nodes: the Coordinator node that guarantees the distribution and synchroniza-

tion of information; the Interface node that receives the interactions of users, for ex-

ample, entries captured from a Microsoft Kinect; and the Output nodes, which process 

the images and send them to the projectors. This division of functionality allows the 

assigning of tasks according to each node’s characteristics; for example, a mobile 

device, which has low processing capacity, can be responsible for the acquisition of 

user interaction data. 

 

 
Fig. 2. Computer architecture class – video card 

Besides offering immersion, this tool has multimodal support for interaction. 

Teachers and students can navigate freely in the environment, with the opportunity to 

choose what they want to view and interact with. The user interaction generates 

changes to the application state, generating feedback. For example, if the student tries 

to fit some component into a wrong slot, the component becomes red to alert them. 

The users can examine the structure and properties of the 3D objects. No special 

knowledge is required for users to manipulate the interface. 

The mounting cost of a display laboratory as shown in Figure 2 is low when 

compared with the most used solutions in the past decade [20]. However, some stud-



ies argue that it is still impossible for some institutions to have these kinds of envi-

ronments, since they still involve necessary equipment, trained teachers, applications, 

and physical space. Considering this context, it is possible to simplify it; for example, 

the visualization can be performed in a classroom using just one projector. 

4.2 Simple Viewing 

The Simple Viewer (Figure 3) allows students to run simulations on browsers on 

their own personal computers. It was designed to run in a Web environment, aiming 

to omit all installation steps by the user. Thus, the user needs only a browser to visual-

ize and manipulate the 3D virtual models presented in the classroom. 

It is possible to visualize the same content in the Immersive Viewer, but with 

limited interaction resources, immersion, and involvement. For example, this tool 

only supports anaglyph stereoscopy, and the execution of associated videos should be 

available in a web video server. 

 

 
Fig. 3. Simple Viewer running on a browser 

4.3 Multimedia Editor 

The multimedia content editor is associated with each part of the displayed mod-

el, as is depicted in Figures 2 and 3. Using this, for example, the teacher can associate 

a video to a capacitor. When the capacitor is selected, the video is displayed. Thus, 

planning lessons should take into account the object and the multimedia content pre-

viously associated with it. 

The model can be decomposed into parts, for example, a video card 3D model, 

for a given class. The teacher can determine that the class will only be addressed with 

a GPU (graphics processing unit), which allows the flexible development of the class. 

Thus, the same video card 3D model can be used with various approaches. 



The 3D models must be created in a decomposed form or in shaped parts to allow 

the teacher to plan a class according to a specific subject. The semantic description 

tool takes advantage of this decomposition to describe the model and to separate the 

objects into parts. Thus, the teacher is free to tailor the displayed content to the learn-

ing content, including changing the multimedia content associated with the class fo-

cus. The system supports different content types such as presentation (ppt, pps, and 

pptx), text (txt, pdf, doc, docx, and html), image (jpg, bmp, gif, and png), and video 

(avi, mov, jpeg, and wmv). The objects are stored in X3D format (Extensible 3D 

Graphics). 

 

4.4 Semantic Editor 

The Semantic Editor promotes the use of description in 3D environments, using 

metadata to select, extract semantic objects, and generate queries. This creates a vo-

cabulary of terms that facilitate discovery, retrieval, and integration among objects. 

This feature makes easy the reuse of 3D models. For this purpose, the Dublin Core 

Metadata model was used, which is composed of 15 optional properties to describe 

the object, such as title, creator, format, identifier, origin, language, relation, cover-

age, and rights. 

Figure 4 depicts the Semantic Editor interface. With organized objects, the pro-

cess of planning and constructing classes is facilitated. The semantic description can 

help the teachers to find other models (submodels) and types of content that are avail-

able on the Internet via a search engine. 

 

 
Fig. 4. Content description and aggregation of parts of a 3D model 



5. Creation of Content 

Before creating some 3D models, it is necessary to define the educational goals 

that will permeate the teacher education plan, following the educational strategies 

associated with the potential and limitations of the tools. Figure 5 depicts an example 

of a strategy that we developed for the computer architecture discipline for under-

graduate students in courses related to computing. Initially, the teacher sets the objec-

tive content, which is the understanding of the functioning of the main parts of a vid-

eo card, and sets the strategy to be used, consisting of the following: 1. Present to the 

classroom the main parts of a video card; 2. Use Immersive Viewing, which allows 

the mounting of a virtual video card by teacher and students; 3. Use Simple Viewing, 

where each student can conduct self-study about the video card and can access the 

associated multimedia content with it (video and text); 4. Execute an evaluation of the 

learning content. 

 
Fig. 5. Case of study – computer architecture 

We chose to use these tools to teach the computer architecture discipline because 

the viewers allow the simulation of concepts whose viewing is not possible in the real 

world, such as the energizing process of a computer motherboard, performed via an 

animation model. It should be emphasized that the tools are prepared to work with 

any 3D content, that is, they are not linked to a specific discipline. 

With the teaching objectives and technical-pedagogical strategies defined, the 

creation of 3D models is the next phase (Figure 6). In phase 1, a technological evalua-

tion of the feasibility of the simulation occurs, which is crucial for the creation of 3D 

models. For example, it takes into account the available computing resources (com-

puters, projects, CAVEs, or others) and whether the model will be activated or not. In 

phase 2, template creation, two approaches are possible: the modeling of 3D objects 

or the use of models already created. 

 
Fig. 6. Process of educational content generation 

The advantage of modeling objects is that every member of the teaching staff in-

volved can determine how the objects should be, but this kind of modeling requires 

more time to run (even months), and a technical team of modelers is required. On the 

other hand, when a ready 3D object is obtained, the educational content should be 

designed in accordance with its predetermined characteristics; however, the time at 

this stage will be spent in finding the right objects, which may or may not happen. 

A crucial and difficult point to solve is when a teacher needs a crew to perform 

the 3D modeling of objects, since 3D objects, whether free or paid, may not be suffi-



cient for the pedagogical approach adopted. This modeling takes time and makes the 

teacher dependent on such services. However, the trend is that in the future, there will 

be more 3D objects available on the Internet, since the number of 3D object reposito-

ries has been increasing. In phase 3, the teacher and/or technical staff add the seman-

tic description to the objects, performing association (creating links) with the multi-

media content. Finally, the 3D models are created in step 4. 

The generation of an effective range of 3D content models linked to educational 

content is a challenge for everyone, because several hurdles must still be overcome, 

such as the identification of educational content that can take advantage of an envi-

ronment such as that developed in this project. This challenge exists because teachers 

do not yet know enough about the potential of immersive and interactive simulation, 

and there are few user-friendly tools. Another barrier that limits the advance in the use 

of these simulations is the gap between the specifications of content and preparation. 

In addition, even if the cost of implementing these simulations is lower than solutions 

of the past decade, institutions still need the financial viability to incorporate this 

educational context. 

6. Conclusions 

There is interest in educational simulations that facilitate the teaching-learning 

process. However, an effective use of simulators based on virtual reality that is af-

fordable and easy to use must be provided. This requires a solution where the teacher 

him-/herself can draw up all the simulations simply based on content. But the fact is 

that the everyday use of technology in the classroom is not so simple, because it may 

often fail, and it requires specific training and much time to prepare content for it. 

Ideally, the teacher’s lesson preparation time should be spent primarily on educational 

planning and educational content and not on technical issues such as 3D object mod-

eling. However, the scenario has changed in recent years, and more and more teachers 

can use these resources without major problems. For example, Google Maps is a vir-

tual map that can easily be used by geography teachers; it is enough just to have an 

Internet connection to use it. 

This paper presented a set of tools to facilitate the simulation of educational con-

tent in an easy and flexible way. We developed the following: Immersive and Interac-

tive Viewing, Simple Viewing, a Multimedia Editor, and a Semantic Editor. With 

these tools, it is expected that teachers and students can view and interact with 3D 

models, enhance the understanding of content, and stimulate learning within the new 

digital culture learning context. It is important to highlight the ease of content crea-

tion, as it is a key factor in using this tool effectively in the classroom, since the 

teacher should spend his/her time on the pedagogical rather than on the technological 

issues. In addition, the flexibility of its use should also be stressed, since this tool can 

be run on a browser or even on CAVE-like systems. 

In future research, we plan to improve the tool set, adding new features such as 

support for Augmented Reality content. We also plan to add new content and perform 

evaluations of the tool set’s use in different courses. 
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