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Abstract. Alzheimer’s disease (AD) is an irreversible neurodegenerative disor-
der that can lead to progressive memory loss and cognition impairment. There-
fore, diagnosing AD during the risk stage, a.k.a. Mild Cognitive Impairment
(MCI), has attracted ever increasing interest. Besides the automated diagnosis
of MCI, it is important to provide physicians with related MCI cases with visu-
ally similar imaging data for case-based reasoning or evidence-based medicine in
clinical practices. To this end, we propose a multi-graph learning based medical
image retrieval technique for MCI diagnostic assistance. Our method is com-
prised of two stages, the query category prediction and ranking. In the first stage,
the query is formulated into a multi-graph structure with a set of selected subjects
in the database to learn the relevance between the query subject and the existing
subject categories through learning the multi-graph combination weights. This
predicts the category that the query belongs to, based on which a set of subjects
in the database are selected as candidate retrieval results. In the second stage, the
relationship between these candidates and the query is further learned with a new
multi-graph, which is used to rank the candidates. The returned subjects can be
demonstrated to physicians as reference cases for MCI diagnosing. We evaluated
the proposed method on a cohort of 60 consecutive MCI subjects and 350 normal
controls with MRI data under three imaging parameters: T1 weighted imaging
(T1), Diffusion Tensor Imaging (DTI) and Arterial Spin Labeling (ASL). The
proposed method can achieve average 3.45 relevant samples in top 5 returned
results, which significantly outperforms the baseline methods compared.

1 Introduction

Alzheimer’s disease (AD) is an irreversible neurodegenerative disorder found in elderly
over 65 years of age, accounts for 60% to 80% of age-related dementia cases [10]. AD
can lead to progressive memory loss and cognition impairment. The number of AD
patients has reached 26.6 million and is expected to double in the next two decades
[1]. Therefore, accurate diagnosis of AD during the risk stage, a.k.a. Mild Cognitive
Impairment (MCI), is important. In recent years, extensive research efforts have been
dedicated to MCI identification using different imaging data, such as MRI [2], positron
emission tomography (PET) [5], and Cerebrospinal fluid (CSF) [3], which aims to
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Fig. 1. The framework of the proposed medical image retrieval method for MCI diagnostic aid.

provide the physicians with brain structural and functional information of the brain
for the patient’s condition.

In addition to automatic MCI classification based on imaging data, providing physi-
cians with cases of similar visual appearances and corresponding treatment records
can indeed facilitate clinical decisions. It can supply references for physicians to per-
form case-based reasoning or evidence-based medicine with even more confidence.
Therefore, medical image retrieval has attracted much more attention in recent years
[11, 12, 7, 4]. We notice that most works target at retrieving similar objects in image
content [11, 12] or the same imaging modalities [7, 4] for a given query image. How-
ever, for the purpose of MCI diagnostic aid, it should retrieve subjects from the database
with similar brain patterns across all the imaging modalities. To assist MCI diagnosis,
our goal is to identify similar brain patterns from imaging data. Given a query, as a set
of imaging data belonging to one subject, our goal is to find the subjects with similar
brain patterns from a database. The database contains subjects with clinical treatment
records and the same imaging data types as the query.

Thus, in this work, we propose a medical image retrieval technique for application to
MCI diagnosis assistance. The proposed method is composed of two main stages: query
category prediction for candidate selection and ranking, as shown in Figure 1. In the
first stage, we locate the most relevant subjects from the database to the query subject.
In this step, a group of subjects from the database1 are selected and then used to predict
the category of the query subject, in a supervised manner. In this case, the categories are
MCI and NC, while this framework could be adopted for all other neurodegenerative
brain diseases. Given the selected supervised data from the database, for each imaging
data modality, a graph is constructed based on the pair-wise subject distances. Then,
graphs from different imaging data are combined into a single multi-graph to formulate
the overall similarity, which includes both the selected subjects and the query. A learn-
ing procedure is conducted on the multi-graph to jointly estimate the relevance of the
query subject to all predefined categories and to learn the optimal combination weights
of the multiple graphs, which leads to a category prediction for the query subject.
Then, all the subjects belonging to the same category are selected as candidate subjects.

1 Note that, for all the subjects in the database, we have their medical records and therefore the
category information for these subjects are available.
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In the second stage, all these candidate subjects and the query subject are again mod-
eled in a new multi-graph, which is built by combining the obtained weights from the
previous stage of query category prediction, but only on the selected candidate subjects.
A learning procedure on the graph reveals the relevance of these candidates to the query
subject, which would lead to a ranking of candidate subjects from the database on how
relevant they are compared to the query subject. The proposed method is evaluated on a
cohort of 60 consecutive MCI subjects and 350 normal controls (NC) containing MRI
data with three imaging parameters, including T1 weighted imaging (T1), Diffusion
Tensor Imaging (DTI), and Arterial Spin Labeling (ASL).

2 The Method

In principle, our methods works in two-stage, i.e., a query category prediction stage to
select the potential candidates along with the original query for retrieval and the ranking
stage built based upon a multi-graph ranking scheme to find similar brain patterns to the
query.

Query Category Prediction: Given the query imaging data, the first step is to predict
the query category, which estimates the relevant data category in the database.

Graph Construction- Here, a group of subjects with annotations from the database
are selected, for the purpose of query category prediction. Let Q denote the query
subject and M = {M1,M2, . . . ,MN} denote the N selected training subjects in the
database (N is set equal to 100 in our experiments). The relationship among these sub-
jects (with multimodal imaging data) could be formulated in a multi-graph structure as
below. Let NMod denote the number of imaging modalities in total. For the ith imag-
ing data, a graph Gi = {Vi, Ei,Wi}N+1 is constructed by using all the N annotated
subjects and the query Q, where Vi is the vertex set containing N + 1 samples, and
Ei is the edge set. Ei(vs, vt) is the edge connecting the sth and the tth vertices in Gi

corresponding to the edge weight Wi(vs, vt). Here, Wi(vs, vt) is defined as:

Wi (vs, vt) = exp

(
−d2 (vs, vt)

σ2
i

)
, (1)

where d (vs, vt) is the distance between vs and vt, which is calculated as the Euclidean
distance between two corresponding features (feature extraction will be introduced in
Section 3). Let Θi = D

−1/2
i WiD

−1/2
i denote the normalized weight matrix of the

graph Gi, where Di is a diagonal matrix defined as Di(s, s) =
∑

vt
Wi(vs, vt).

Objective Function and Solution- Multi-graph learning has been applied in many
applications, such as video annotation [9] and affective image analysis [13]. Given the
NMod graphs generated from multimodal data, the query category prediction task can
be formulated as a multi-graph learning framework, where the cost function is:

Q(F,ωωω) =

{
NMod∑
i=1

ωiΩi (F) + μR (F) + η‖ωωω‖22

}
s.t.

NMod∑
i=1

ωi = 1, (2)

where ωωω = {ω1, ω2, . . . , ωMod} is the weighting parameter for each graph, Ωi is the
regularizer on the ith graph, F is the relevance matrix, R(F) is the empirical loss,
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‖ωωω‖22 =
∑NMod

i=1 ω2
i is the squared �2 norm of ωωω, and μ and η are the parameters to

balance different components in the cost function. ωi can be initialized as 1/NMod. We
define the regularizer term, Ωi, as:

Ωi =
1

2

∑
vs,vt

Wi (vs, vt)
∥∥∥ F(vs, ·)√

Di (vs, vs)
− F(vt, ·)√

Di (vt, vt)

∥∥∥
2

. (3)

R (F) is defined as R (F) =
∑

‖Fi −Yi‖2, where Y ∈ R
n×2 is the labeled matrix

and initialized as follows. If the ath vertex belongs to the kth category, Y(a, k) = 1;
otherwise Y(a, k) = 0.

The learning task on F and ωωω can be written as

argmin
F, ωωω

Q(F, ωωω), s.t.

NMod∑
i=1

ωi = 1. (4)

where the relevance among vertices and the multi-graph combination weights can be
simultaneously optimized.

To solve the above optimization task, we alternately optimize F and ωωω, respectively.
In the first step, ωωω is fixed and F is optimized, which leads to the following problem:

argmin
F

{NMod∑
i=1

ωiΩi (F) + μR (F)
}
. (5)

According to [14], it can be efficiently solved in an iterative procedure by

F(t+ 1) =
1

1 + μ

NMod∑
i=1

ωiΘiF(t) +
μ

1 + μ
Y, (6)

where F(t + 1) is the F in the (t + 1)th iteration and F(0) = Y. This procedure is
iterated until the convergence.

In the second step, F is fixed and ωωω is optimized. The objective function in Eq. (4)
can be rewritten as:

argmin
ωωω

{NMod∑
i=1

ωiΩi (F) + η‖ωωω‖22
}
, s.t.

NMod∑
i=1

ωi = 1. (7)

which can be solved using the Lagrangian method.
The above alternating optimization process is repeated until convergence. Here let

F(q, :) denote the corresponding relevance vector of Q. Then, Q can be classified into
a predefined category by arg max(F(q, :)). Then, all the data belonging to the same
category in the database are selected as the candidate retrieval results, denoted by Γ =
{S1, S2, . . . , SNc}. Here, each Si is one candidate subject belonging to the query’s
category and Nc is the number of candidates.

Learning-based Ranking: Although the subjects in Γ are relevant to the query based
on the category information, they could still be different from the point-of-view of imag-
ing appearance or patterns present in the image. In this step, we need to rank all these
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selected candidates based on the imaging data to retrieve the most relevant subjects.
Here, the Nc candidates Γ and the query Q are formulated in a new multi-graph struc-
ture and NMod graphs {Ĝ1, Ĝ2, . . . , ĜNMod} are generated, using these Nc+1 subjects in
a similar way as in the query category prediction step. Since the optimized combination
weights ωωω are previously learned, in this step we only need to estimate the relevance
between each subject in the candidate set and the query. So, the the optimization task
on f̂ can be written as

argmin
f̂

Q̂(f̂) = argmin
f̂

{NMod∑
i=1

ωiΩ̂i(f̂ ) + λ̂R̂(f̂ )
}
, (8)

where f̂ is the to-be-learned relevance vector, Ω̂i is the graph regularizer on the ith

graph Ĝi, R̂(f̂ ) = ‖f̂ − ŷ‖2 is the empirical loss, and λ̂ is the parameter to balance
the graph regularizer and the empirical loss. Here, ŷ is the labeled vector, in which
all the elements are 0 except that the value corresponding to the query is 1. Similar to
the solution of Eq. (5), we can solve f̂ by iterating Eq. (9) until convergence, where
f̂(0) = y and Θ̂i = D̂

−1/2
i ŴiD̂

−1/2
i is the normalized graph Laplacian of Ĝi.

f̂(t+ 1) =
1

1 + λ̂

NMod∑
i=1

ωiΘ̂if(t) +
λ̂

1 + λ̂
ŷ. (9)

Based on f̂ , all the candidates can be ranked in a descending order to demonstrate
the retrieval results.

3 Validation

Experimental Settings: To evaluate the performance of the proposed medical imaging
retrieval approach for MCI diagnosis assistance, a dataset containing 60 MCI patients
and 350 normal controls was collected. Generally, T1, DTI and ASL were collected
for each subject. For T1, the anatomical automatic labeling atlas, which are parcellated
with 90 predefined regions-of-interest (ROIs), was registered to the native space of each
subject. The white matter (WM) and gray matter (GM) tissue volumes in these ROIs
are calculated to generate a 180-dimensional feature vector, (i.e., 90 WM and 90 GM
features). For DTI and ASL, after the 90 ROIs parcellatation, two 90× 90 connectivity
matrices are computed. Then, the local clustering coefficients are calculated to quantify
the cliquishness of the nodes [8], which generate two 90-dimensional feature vectors
for these two types of imaging data, respectively. In the retrieval task, 50 MCI patients
and 50 NCs are employed as the queries. In the query category prediction procedure,
the training samples are randomly selected. The parameters in the proposed method are
selected by a grid search via a 5-fold cross validation in the category prediction stage,
and kept consistent in the ranking stage.

The evaluation criteria include #Correct@K and Normalized discounted cumulative
gain value in the top K results (NDCG@K) [6]. Here, #Correct@K measures the av-
erage number of correct results in top K returned results. NDCG measures the perfor-
mance of a ranking list based on the graded relevance of the results and ranges from
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0 to 1. Generally, the most relevant results should be ranked at top-most positions lead-
ing to a higher NDCG value. NDCG has been commonly used in information retrieval
to evaluate the performance of web search engines. In our experiments, the Mini Men-
tal State Examination (MMSE) score, the most commonly used test for complaints of
memory problems and dementia diagnosis in clinical practice, is used as the criteria to
define the subject relevance. Generally, closer MMSE scores indicate high similarity
between two subjects. Given a query Q, the relevance of T to Q is generated by:

r(Q, T ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

3 if Q and T belong to the same category and difMMSE(Q,T ) = 0

2 if Q and T belong to the same category and difMMSE(Q,T ) = 1

1 if Q and T belong to the same category and difMMSE(Q,T ) > 1

0 if Q and T do not belong to the same category

,

where difMMSE(Q, T ) is the difference between the MMSE scores of Q and T .
Three baseline methods are implemented for comparison:

– Mean distance. To compare two subjects, the distances by using different imaging
modalities are calculated first, and the mean distance is used.

– Minimal distance. To compare two subjects, the distances by using different imag-
ing modalities between these two subjects are calculated and the minimal distance
is selected as the pair-wise subject similarity.

– Graph learning fusion. In this method, a graph is first constructed for each imaging
modality, using all the subjects in the database together with the query, based on
the distances from that imaging modality. The learning is conducted on each graph
to estimate the pair-wise subject relevance. The relevance from different modalities
are combined together as the similarity between the two subjects. In this method,
the category information in the database is not used.

Experimental Results: Figure 2 shows the performance comparisons of different meth-
ods, when using different imaging data and all the three types of imaging data in terms
of #Correct@K and NDCG@K, respectively. It is noted that in many cases, the per-
formance curves of the three baseline methods overlap each other, such as in all the
#Correct@K curves. We can observe from the results that the proposed method can
achieve better results compared to three baseline methods. For example, when all the
three imaging data are employed, the proposed method can return 3.45 relevant sub-
jects in top 5 returned results and 6.90 relevant subjects in top 10 returned results. The
proposed method can improve #Correct@10 by 1.90 (p = 1.2e−5), 1.89 (p = 4.5e−5),
and 1.84 (p = 1.6e−5) compared with the three baseline methods, respectively. The
improvements on NDCG@10 are 0.10 (p = 9.5e−3), 0.10 (p = 2.0e−2), and 0.12
(p = 1.6e−3), respectively. The better performance on #Correct@K indicates that
the proposed method is able to return more relevant medical records, and a higher
NDCG@K value means that highly relevant subjects are located at top-most positions.
The better performance comes from the accurate query category prediction and the fol-
lowing ranking procedure, which can precisely locate possible relevant subjects and
then finally provide a fine ranking list. It is possible for the physicians to obtain useful
reference from existing patient’s database given the imaging data of the query subject.
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(a) T1 (b) DTI (c) ASL (d) All

(e) T1 (f) DTI (g) ASL (h) All

Fig. 2. The retrieval results comparison among different methods using different modalities in
terms of #Correct@K and NDCG@K, where (d) and (h) refer to the using of all the three types
of imaging data.

Table 1. The comparison among the proposed method using different data combinations.

Data Combination #Correct@3 #Correct@5 #Correct@10 NDCG@10 NDCG@20

T1 1.830 3.050 6.100 0.390 0.361
DTI 1.860 3.100 6.200 0.367 0.373
ASL 1.860 3.100 6.200 0.410 0.397

T1+DTI 1.830 3.050 6.100 0.350 0.368
T1+ASL 1.650 2.750 5.500 0.337 0.346

DTI+ASL 1.860 3.100 6.200 0.340 0.334
T1+DTI+ASL 2.070 3.450 6.900 0.417 0.417

We further investigate the impact of multimodal data in the retrieval task. Table 1
demonstrates the comparisons of our method when different multimodal data combina-
tions are employed. We can observe from the results that more imaging data from the
query can lead to better results. The best performance comes from the using of T1, DTI
and ASL together, which can be dedicated to the fact that different imaging data can
represent the subject through different views and can be complementary for each other.
This result also suggests that having more imaging data for a patient can be helpful for
diagnosis assistance.

4 Conclusion

In this paper, we proposed to retrieve relevant medical records using imaging data to
assist MCI diagnosis. Different from existing medical image retrieval tasks, which focus
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on similar image object content or the same type of imaging modalities as the retrieval
target, our objective is to find disease-related imaging data, with similar brain patterns in
the same imaging modalities. Our two-stage retrieval method is able to locate candidate
results and then rank them to obtain relevant imaging data for the query. The results
show that the top returned subjects are highly relevant to the query, which demonstrates
the effectiveness of the proposed method on MCI diagnosis assistance.

References

[1] Brookmeyer, R., Johnson, E., Ziegler-Graham, K., Arrighi, M.H.: Forecasting the global
burden of Alzheimer’s disease. Alzheimer’s & Dementia: the Journal of the Alzheimer’s
Association 3(3), 186–191 (2007)

[2] Cuingnet, R., Gerardin, E., Tessieras, J., Auzias, G., Lehéricy, S., Habert, M.O., Chupin, M.,
Benali, H., Colliot, O.: Automatic classification of patients with Alzheimer’s disease from
structural MRI: a comparison of ten methods using the ADNI database. NeuroImage 56(2),
766–781 (2011)

[3] Fjell, A.M., Walhovd, K.B., Fennema-Notestine, C., McEvoy, L.K., Hagler, D.J.,
Holland, D., Brewer, J.B., Dale, A.M.: The Alzheimer’s Disease Neuroimaging Initiative:
CSF biomarkers in prediction of cerebral and clinical change in mild cognitive impairment
and Alzheimer’s disease. The Journal of Neuroscience 30(6), 2088–2101 (2010)

[4] de Herrera, A.G.S., Kalpathy-Cramer, J., Fushman, D.D., Antani, S., Müller, H.: Overview
of the imageclef 2013 medical tasks. In: Working Notes of CLEF 2013, pp. 1–15 (2013)

[5] Hinrichs, C., Singh, V., Mukherjee, L., Xu, G., Chung, M.K., Johnson, S.C.: Spatially aug-
mented lpboosting for AD classification with evaluations on the ADNI dataset. NeuroIm-
age 48(1), 138–149 (2009)
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