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Abstract. The occurrence of antinuclear antibodies in patient serum has signifi-
cant relation to autoimmune disease. But identification of them suffers from serious
problems due to human subjective evaluation. In this study, we propose an auto-
matic classification system for HEp-2 cells. Within this system, a Co-occurrence
Differential Texton (CoDT) feature is designed to represent the local image patches,
and a generative model is built to adaptively characterize the CoDT feature space.
We further exploit a more discriminant representation for the HEp-2 cell images
based on the adaptive partitioned feature space, then feed the representation into a
linear Support Vector Machine classifier for identifying the staining patterns. The
experimental results on two benchmark datasets: ICPR12 dataset and ICIP2013
training dataset, verified that our method remarkably outperforms the other con-
temporary approaches for HEp-2 cells classification.

Keywords: HEp-2 cells, co-occurrence differential texton, generative model,
adaptive partitioned feature space.

1 Introduction

Indirect-immunofluorescence (IIF) is the most recommended technique for detecting
antinuclear antibodies (ANAs) in patient serum, which can reveal the occurrence of
specific autoimmune diseases such as rheumatoid arthritis and multiple sclerosis. In the
current clinical practices, IIF slide images are manually inspected by physicians with
a fluorescence microscope, therefore it suffers from some intrinsic limitations due to
subjective evaluation. Computer Aided Diagnostic (CAD) systems are proposed for au-
tomatically supporting the IIF diagnosis. The main technologies investigated in these
CAD systems are automated preparation of slides with robotic devices, image acquisi-
tion, image segmentation, mitotic cell recognition, fluorescence intensity classification
and staining pattern recognition. Staining pattern recognition is proven to be the most
challenging task in the research community. In this study, we investigate into the ap-
proaches for automatic staining pattern classification of HEp-2 cells.

As a benchmark to evaluate and compare the new methods, a publicly available
HEp-2 cells dataset was released at the first edition of the HEp-2 Cells Classification
Contest. Nosaka et al. [1] propose an extension of Local Binary Pattern (LBP) descrip-
tor (named CoALBP) to extract textural features and win the first prize of the contest.
All the participated methods are reported in [2]. Inspired by the contest, Xu et al. [3] im-
prove the coding method of Bag-of-Words (BoW) framework to reduce information loss

c© Springer International Publishing Switzerland 2015
N. Navab et al. (Eds.): MICCAI 2015, Part III, LNCS 9351, pp. 260–267, 2015.
DOI: 10.1007/978-3-319-24574-4_31



Adaptive Co-occurrence Differential Texton Space for HEp-2 Cells Classification 261

caused by feature quantization. Shen et al. [4] adopt the BoW framework on intensity
order pooling based gradient feature. Theodorakopoulos et al. [5] fuse the distribution
of SIFT features [6] and gradient-oriented co-occurrence of LBPs into a dissimilarity
space. Then they use a sparse representation-based classification mechanism for classi-
fication.

Although considerable progress has been made, research in HEp-2 cell image analy-
sis is still in its early stage. In this study, we first propose a Co-occurrence Differential
Texton (CoDT) feature to represent local patches of the HEp-2 cell images. LBP related
features have been applied successfully in the HEp-2 cells classification [1], [7]. How-
ever, some important information is lost since the LBP represents the local structures
with only two quantized levels. Our proposed CoDT feature reduces the information
loss by ignoring the quantization. Furthermore, it captures the spatial relations among
the differential micro-texton features to increase the discriminative power of features.

Then, we apply a Gaussian Mixture Model (GMM) to adaptively approximate the
distribution of the proposed CoDT features. Thus the parameters, adjusted from the
training cell images, are better fitting the CoDT feature space.

Last, we utilize the Fisher Kernel (FK) principal [8] to improve the BoW framework.
The BoW framework is one of the most popular approaches for image classification.
However, it suffers from some problems: (i) Information loss in feature quantization
process is inevitable [9]; (ii) The cost of histogram computations depends on the number
of visual words. Since better performance is always obtained with larger vocabulary,
the computational cost is high. The FK based methods can handle these problems. The
output image representation is fed into a linear SVM for final classification.

Our proposed framework (AdaCoDT) can exploit the advantages of both generative
and discriminative approaches for image classification. Experimental results verify that
AdaCoDT can provide remarkable classification performance for HEp-2 cells.

2 Method

2.1 Co-occurrence Differential Texton

LBP [10] can be obtained by thresholding the gray value of the circularly symmetric
surrounding pixels with that of the center pixel within a local patch (micro-texton). The
LBP at location (x, y) is defined as

LBPP,R(x, y) =

P∑

i=1

2i−1sign(I(xi, yi)− I(x, y)), (1)

sign(x) =

{
1 , if x ≥ 0
0 , otherwise.

(2)

where I(x, y) is a gray value at location (x, y) in image I and I(xi, yi) denotes the gray
value of P equal spaced pixels on a circle of radius R around center pixel (x, y).

Recently, some improved LBP features [1] have been applied in HEp-2 cells and
shown superior performances compared with the conventional LBP. However, one ma-
jor drawback of the LBP related methods is that they will lose some discriminant
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Fig. 1. Illustration of CoDT. (a) an example of Differential Vector (3 × 3 micro-texton). (b) two
pairs of DVs with rotation angles 0◦ and θ respectively.

information since they represent the microstructure with only two quantized levels
(i.e. 0 and 1). To reserve more discriminant information, we propose to use Differential
Vectors (DV) to describe the micro-texton. A DV is a microstructural feature based on
the differential domain skipping the quantization procedure, which is formulated as

DV P,R(x, y) = (I(x1, y1)− I(x, y), ..., I(xP , yP )− I(x, y)) (3)

To enhance the discriminative power, we further propose a Co-occurrence Differ-
ential Texton (CoDT) feature capturing the spatial relation between differential micro-
textons. The CoDT feature can provide more information than individual DV since it
characterizes more subtle and complex structure. The CoDT feature with one pair of
DVs is illustrated in Fig 1 and formulated as

CoDTP,R,d(x) = [DV P,R(x), DV θ
P,R(xθ)] = [DV P,R(x), DV P,R(x+Δxθ)] (4)

where x = (x, y) is the position vector in I and Δxθ = (d cos θ, d sin θ) is a replace-
ment vector between a DV pair with interval d and rotation angle θ.

In this study, following the commonly practiced rules, we extract four pairs of DVs,
that is θ = 0◦, 45◦, 90◦, 135◦ (we find that the classification performance improves
very little by using more pairs of DVs). The CoDT feature is a 5P -dimensional feature
vector.

2.2 HEp-2 Cell Image Representation in the Adaptive CoDT Feature Space

To combine the strengths of both generative and discriminative approaches for image
classification, we characterize the proposed CoDT features of a HEp-2 cell image by a
gradient vector derived from a generative model, then we feed the output image repre-
sentations into a discriminative classifier for the identification of HEp-2 cells.

Let X = {xn, n = 1, 2, ..., N} be a set of samples from the CoDT feature space
of one HEp-2 cell image. The probability density distribution of the CoDT feature is
described by a GMM with parameters λ = {wt, μt, Σt, t = 1, 2, ..., T }, where wt,
μt and Σt are respectively the mixture weight, mean vector and covariance matrix of
Gaussian t. Then we can formulate

p(xn|λ) =
T∑

t=1

wtpt(xn|λ), s.t.

T∑

t=1

wt = 1 (5)
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where pt(xn|λ) = exp{− 1
2 (xn−μt)Σ

−1
t (xn−μt)}

(2π)D/2|Σt|1/2 . The parameters of GMM can be adap-
tively estimated by Expectation Maximization (EM) algorithm [11]. Note that we as-
sume that the covariance matrices are diagonal and denoted by σt = diag(Σt).

The samples X can be characterized by Gλ(X) = �λ log p(X |λ). The gradient de-
scribes how the parameters λ should be modified to best fit X . To measure the similarity
between two HEp-2 cell images, a Fisher Kernel (FK) [8] is calculated as

KF (X,Y ) = GT
λ (X)F−1

λ Gλ(Y ) (6)

where Fλ = EX [Gλ(X)GT
λ (X)] is the Fisher Information Matrix (FIM).

As Fλ is symmetric and positive semi-definite, and F−1
λ has the Cholesky decompo-

sition F−1
λ = LT

λLλ, the FK can be re-defined as KF (X,Y ) = G T
λ (X)Gλ(Y ), where

Gλ(X) = Lλ �λ log p(X |λ). We only consider the gradients with respect to the mean
and covariance since the gradient with respect to the weights brings little additional
information [12].

Let ζ(t) be the occupancy probability of the CoDT feature xn for the t-th Gaussian:

ζn(t) =
wtpt(xn|λ)

T∑
k=1

wkpk(xn|λ)
(7)

The normalized gradients are finally computed as

Gμd
t
(X) =

1√
wt

N∑

n=1

ζn(t)(
xd
n − μd

t

σd
t

) (8)

Gσd
t
(X) =

1√
wt

N∑

n=1

ζn(t)
1√
2
[
(xd

n − μd
t )

2

(σd
t )

2
− 1] (9)

The Fisher representation is the concatenation of all the gradients Gμd
t
(X) and Gσd

t
(X)

for d = 1, 2, ..., D dimension of the CoDT feature and for T Gaussians.
The proposed Adaptive CoDT (AdaCoDT) method has several advantages over the

BoW framework. First, as a generalization of the BoW framework, the resulting repre-
sentation is not limited to the number of occurrences of each visual word. It also en-
codes additional information about the distribution of features. Secondly, it reduces the
information loss raised by the coding procedure of the BoW framework. Thirdly, it can
be computed from much smaller codebooks therefore it reduces the computational cost.
Lastly, with the same size of codebook, it is much larger than the BoW representation.
Hence, it assures an excellent performance with a simple linear classifier [12].

3 Experiments and Comparisons

3.1 Datasets

We evaluate the performance of the proposed method for HEp-2 cells classification on
two HEp-2 cell datasets. The ICPR2012 dataset was released on the ICPR’12 HEp-2
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Table 1. Parameters for comparative algorithms.

Algorithm (P,R) or (P,R,d) T

FK-SIFT / 128
CoALBP (4,1,2),(4,2,4),(4,4,8) /
RICLBP (4,1,2),(4,2,4),(4,4,8) /
LBP (8,1),(12,2),(16,3) /

cell classification contest. It consists of 1455 cells, which are manually segmented from
28 slide images. Each cell is identified as one of six patterns: centromere (ce), coarse
speckled (cs), cytoplasmic (cy), fine speckled (fs), homogeneous (ho) and nucleolar
(nu). According to the experimental protocol of the contest, the dataset is divided into
a training set with 721 cells from 14 slide images and a test set with 734 cells from 14
slide images. The ICIP2013 training dataset was used as the training dataset in the
ICIP’13 Competition on cells classification by fluorescent image analysis. It contains
13596 cells which are categorized into six classes: homogeneous (ho), speckled (sp),
nucleolar (nu), centromere (ce), nuclear membrane (nm) and golgi (go). We partition
the dataset into a training set containing 6842 cells from 42 slide images and a test set
containing 6754 cells from 41 slide images. Some examples are shown in Fig 2.

ICPR2012

ICIP2013

Centromere Coarse speckled Cytoplasmic Fine speckled Homogeneous Nucleolar

Centromere Nuclear Membrane Gogi Homogeneous NucleolarSpeckled

Fig. 2. Sample images of ICPR2012 and ICIP2013 datasets.

3.2 Experimental Results

We quantitatively compare the classification performance achieved by our proposed
AdaCoDT framework, with LBP [10], CoALBP [2] (the winner of ICPR’12 contest),
RICLBP [1], LSC based on dense SIFT(LSC-SIFT) [13], LSC based on CoDT (LSC-
CoDT) and the FK based on dense SIFT (FK-SIFT). The parameters for each method
are set as Table 1 which are optimized manually via several trials. With respect to LBP-
related features, P is the number of neighbor pixels, R is the the radius and d is the
interval between the LBP pair. The number of GMM components T is another param-
eter to be considered for the FK based methods. The codebook size of LSC method is
1024 due to the trade-off between classification accuracy and computational cost.
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Performance Assessment on the ICPR2012 Dataset: We choose parameters
(P,R, d) = (24, 4, 8) andT = 256 for the proposed AdaCoDT via several trials. We uti-
lize linear SVM due to its effectiveness and efficiency. It is trained using the training set
by 10-fold cross validation strategy. The one-vs-all approach is used to handle our multi-
class problem (the same strategy is used for ICIP2013 training dataset). Table 2(a) shows
the classification performance of each method at the cell level. The AdaCoDT method
outperforms all the other methods, achieving 75.2% of classification accuracy. The ob-
tained accuracy is even higher than that of a human expert and significantly outperforms
CoALBP which is the winner of the contest.

Table 3(a) illustrates the confusion matrices presenting the classification performance
for each staining pattern at the cell level. It is obvious that cytoplasmic, centromere and
homogeneous patterns are classified more accurately than the others. More particularly,
cytoplasmic can achieve 100% of classification accuracy. To evaluate the classifica-
tion performance at the image level, we report the corresponding confusion matrix in
Table 3(b). The prediction for staining pattern of each image is decided by the most
frequently assigned pattern of the cells within that image. The proposed AdaCoDT
method obtains the classification accuracy of 85.7%, which indicates that 12 images
are correctly classified while there are 14 images in the test set.

Table 2. Classification performance at the cell level.

(a) ICPR2012 dataset

Algorithm Accuracy Sensitivity

AdaCoDT 75.2% 77.1%
Human [2] 73.3% /
LSC-SIFT 68.1% 69.4%
LSC-CoDT 66.9% 66.5%
FK-SIFT 66.6% 66.7%
CoALBP [2] 70.4% 68.7%
RICLBP [1] 68.5% 67.5%
LBP 58.9% 59.2%

(b) ICIP2013 training dataset

Algorithm Accuracy Sensitivity

AdaCoDT 75.8% 72.9%
LSC-SIFT 73.2% 71.9%
LSC-CoDT 70.6% 69.8%
FK-SIFT 69.7% 68.3%
CoALBP 67.1% 65.5%
RICLBP 66.4% 64.4%
LBP 60.7% 54.5%

Table 3. Confusion matrix for the ICPR2012 dataset via our proposed AdaCoDT method.

(a) The cell level (%)

ce cs cy fs ho nu

ce 85.9 8.1 0.0 0.0 0.0 6.0
cs 4.0 75.3 2.9 17.8 0.0 0.0
cy 0.0 0.0 100.0 0.0 0.0 0.0
fs 20.2 3.5 6.2 52.6 17.5 0.0
ho 8.3 2.8 0.6 11.1 73.9 3.3
nu 2.2 0.0 11.5 3.6 7.9 74.8

(b) The image level (%)

ce cs cy fs ho nu

ce 100.0 0.0 0.0 0.0 0.0 0.0
cs 0.0 66.7 0.0 33.3 0.0 0.0
cy 0.0 0.0 100.0 0.0 0.0 0.0
fs 50.0 0.0 0.0 50.0 0.0 0.0
ho 0.0 0.0 0.0 0.0 100.0 0.0
nu 0.0 0.0 0.0 0.0 0.0 100.0

Performance assessment on the ICIP2013 training dataset: We choose parameters
(P,R, d) = (16, 5, 10) and T = 128, which are optimized via several trials, for the
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proposed AdaCoDT. The classification performance of different methods at the cell
level are shown in Table 2(b). Our proposed AdaCoDT method achieves the best per-
formance again. It is also worth noting that the size of codebook for the BoW framework
is 1024 while the number of GMM components for the AdaCoDT method is only 128.
With the same codebook size (the number of GMM components can be seen as the
codebook size), the AdaCoDT method significantly outperforms the BoW framework.

Table 4(a) shows the confusion matrix of the AdaCoDT method at the cell level.
Homogeneous pattern gets the highest classification accuracy rate of 89.5%, followed
by nuclear membrane as they have distinguished characteristic compared with other
patterns. Table 4(b) illustrates the confusion matrix at the image level. The AdaCoDT
method obtains the classification accuracy of 87.8% at image level, which means that
36 images are correctly identified while there are 41 images in the test set.

Table 4. Confusion matrix for the ICIP2013 training dataset via our proposed AdaCoDT method.

(a) The cell level (%)

ho sp nu ce nm go

ho 89.5 3.4 4.1 0.3 2.4 0.3
sp 11.6 66.7 5.6 15.1 0.7 0.3
nu 0.8 8.1 74.2 11.7 2.6 2.6
ce 0.5 22.2 2.4 74.7 0.0 0.2
nm 1.1 2.4 1.1 0.4 88.7 6.3
go 6.6 5.0 38.2 0.8 5.8 43.6

(b) The image level (%)

ho sp nu ce nm go

ho 100.0 0.0 0.0 0.0 0.0 0.0
sp 12.5 75.0 0.0 12.5 0.0 0.0
nu 0.0 0.0 100.0 0.0 0.0 0.0
ce 0.0 25.0 0.0 75.0 0.0 0.0
nm 0.0 0.0 0.0 0.0 100.0 0.0
go 0.0 0.0 50.0 0.0 0.0 50.0

4 Conclusion

In this study, we have presented a promising framework, AdaCoDT, for automatic stain-
ing pattern classification of HEp-2 cells. First, we propose a CoDT feature which di-
rectly uses the differential vectors of micro-texton and its neighborhoods to reserve
more discriminative information. It further captures the spatial information between
neighboring micro-textons to provide strong discriminative and descriptive capability.
Then, we approximate the distribution of CoDT feature as a GMM which can adaptively
partition the CoDT feature space for the classification task of HEp-2 cells. Finally, we
obtain a high discriminative and powerful descriptive HEp-2 cell image representation
based on the adaptive CoDT feature space using FK principle. We feed the image repre-
sentation into a linear SVM classifier to predict staining patterns of the HEp-2 cells. The
AdaCoDT method combines the strengths of generative and discriminative approaches
for image classification, therefore it can achieve excellent classification performance.
Experimental results validate that the proposed AdaCoDT method can provide superior
performance for HEp-2 cells classification, compared with the traditional LBP and its
extensions. The new feature encoding method also significantly improves the classifi-
cation performance in comparison of the BoW representation.
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