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Discrepancy Estimates for Acceptance-Rejection
Samplers Using Stratified Inputs

Houying Zhu and Josef Dick

Abstract In this paper we propose an acceptance-rejection sampler using stratified
inputs as diver sequence. We estimate the discrepancy of thepoints generated by
this algorithm. First we show an upper bound on the star discrepancy of order
N−1/2−1/(2s). Further we prove an upper bound on theq-th moment of theLq-
discrepancy(E[NqLq

q,N])
1/q for 2 ≤ q ≤ ∞, which is of orderN(1−1/s)(1−1/q). We

also present an improved convergence rate for a deterministic acceptance-rejection
algorithm using(t,m,s)−nets as driver sequence.

1 Introduction

Markov chain Monte Carlo (MCMC) sampling is a classical method widely used in
simulation. Using a deterministic sequence as driver sequence in the MCMC proce-
dure, known as Markov chain quasi-Monte Carlo (MCQMC) algorithm, shows po-
tential to improve the convergence rate. Tribble and Owen [29] proved a consistency
result for MCMC estimation for finite state spaces. A construction of weakly com-
pletely uniformly distributed sequences is also proposed.As a sequel to the work of
Tribble, Chen [4] and Chen, Dick and Owen [5] demonstrated that MCQMC algo-
rithms using a completely uniformly distributed sequence as driver sequence give
a consistent result under certain assumptions on the updatefunction and Markov
chain. Further, Chen [4] also showed that MCQMC can achieve a convergence rate
of O(N−1+δ ) for anyδ > 0 under certain stronger assumptions, but he only showed
the existence of a driver sequence.

In a different direction, L’Ecuyer, Lecot and Tuffin [21] proposed a randomized
quasi-Monte Carlo method which simulates multiple Markov chains in parallel and
randomly permutes the driver sequence in order to reduce variance. Garber and
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2 Houying Zhu and Josef Dick

Choppin in [12] adapted low discrepancy point sets instead of random numbers in
sequential Monte Carlo (SMC). They proposed a new algorithm, named sequential
quasi-Monte Carlo (SQMC), through the use of a Hilbert space-filling curve. They
constructed consistency and stochastic bounds based on randomized QMC point sets
for this algorithm. More literature review about applying QMC to MCMC problems
can be found in [5, Section 1] and the references therein.

In [10], jointly done with Rudolf, we prove upper bounds on the discrepancy
for uniformly ergodic Markov chains driven by a deterministic sequence rather than
independent random variables. We show that there exists a deterministic driver se-
quence such that the discrepancy of the Markov chain from thetarget distribution
with respect to certain test sets converges with almost the usual Monte Carlo rate
of N−1/2. In the sequential work [9] done by Dick and Rudolf, they consider up-
per bounds on the discrepancy under the assumption that the Markov chain is vari-
ance bounding and the driver sequence is deterministic. In particular, they proved a
better existence result, showing a discrepancy bound having a rate of convergence
of almostN−1 under a stronger assumption on the update function, the so called
anywhere-to-anywhere condition.

The acceptance-rejection algorithm is one of the widely used techniques for sam-
pling from a distribution when direct simulation is not possible or expensive. The
idea of this method is to determine a good choice of proposal density (also known
as hat function), then sample from the proposal density withlow cost. In particu-
lar, Devroye [6] gave a construction method of a proposal density for log-concave
densities and Hörmann [17] proposed a rejection procedure, called transformed den-
sity rejection, to construct a proposal density. Detailed summaries of this technique
and some extensions can be found in the monographs [3] and [18]. For many target
densities, finding a good proposal density is difficult. An alternative approach to im-
prove efficiency is to determine a better choice of sequenceshaving the designated
proposal density.

The deterministic acceptance-rejection algorithm has been discussed by Moskowitz
and Caflisch [20], Wang [30, 31] and Nguyen and̈Okten [22], where empirical ev-
idence or a consistency result were given. Two measurementsincluded therein are
the empirical root mean square error (RMSE) and the empirical standard deviation.
However, the discrepancy of samples is not directly investigated. Motivated by those
papers, in [32] we investigated the discrepancy properties of points produced by a to-
tally deterministic acceptance-rejection method. We proved that the discrepancy of
samples generated by a QMC acceptance-rejection sampler isbounded from above
by N−1/s. A lower bound shows that for any given driver sequence, there always
exists a target density such that the star discrepancy is at mostN−2/(s+1).

In this work we first present an acceptance-rejection algorithm using stratified
inputs as driver sequence. Stratified sampling is one of the variance reduction meth-
ods used in Monte Carlo sampling. More precisely, grid-based stratified sampling
improves the RMSE toN−1/2−1/s for Monte Carlo, see for instance [26, Chapter
10]. In this paper, we are interested in the discrepancy properties of points produced
by the acceptance-rejection method with stratified inputs as driver sequence. We
obtain a convergence rate of the star-discrepancy of orderN−1/2−1/(2s). Also an es-
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Discrepancy Estimates for Acceptance-Rejection SamplersUsing Stratified Inputs 3

timation of theLq-discrepancy is considered for this setting. One would expect that
the convergence rate which can be achieved using deterministic sampling methods
also depends on properties of the target density function. One such property is the
number of elementary intervals (for a precise definition seeDefinition 3 below) of
a certain size needed to cover the graph of the density. We show that if the graph
can be covered by a small number of elementary intervals, then an improved rate of
convergence can be achieved using(t,m,s)-nets as driver sequence. In general, this
strategy does not work with stratified sampling, unless one knows the elementary
intervals explicitly.

The paper is organized as follows. In Section2 we provide the needed notation
and background. Section3 introduces the proposed acceptance-rejection sampler
using stratified inputs, where an existence upper bound on the star-discrepancy and
an estimation of theLq-discrepancy are given. Section4 illustrates an improved rate
of convergence when using(t,m,s)-nets as driver sequences.

2 Preliminaries

We are interested in the discrepancy properties of samples generated by the acceptance-
rejection sampler. We consider theLq-discrepancy and the star-discrepancy.

Definition 1 (Lq-discrepancy).Let 1≤ q≤ ∞ be a real number. For a point setPN

in [0,1]s, theLq-discrepancy is defined by

Lq,N =
(

∫

[0,1]s

∣

∣

1
N

N−1

∑
n=0

1[000,ttt)(xxxn)−λ ([000, ttt))
∣

∣

q
dttt
)1/q

,

where 1[000,ttt)(xxxn) =

{

1, if xxxn ∈ [000, ttt),
0, otherwise.

, [000, ttt) = ∏s
j=1[0, t j) and λ is the Lebesgue

measure, with the obvious modification forq= ∞. TheL∞,N-discrepancy is called
the star-discrepancy which is also denoted byD∗

N(PN).

The acceptance-rejection algorithm accepts all points below the graph of the den-
sity function. In order to prove bounds on the discrepancy, we assume that the set
below the graph of the density function admits a so-called Minkowski content. We
introduce the Minkowski content in the following. For a setA we denote the bound-
ary ofA by ∂A.

Definition 2 (Minkowski content). For a setA⊆ [0,1]s, let

M (∂A) = lim
ε→0

λ ((∂A)ε )

2ε
,

where(∂A)ε = {xxx ∈ Rs|‖xxx− yyy‖ ≤ ε for yyy ∈ ∂A} and‖ · ‖ denotes the Euclidean
norm. IfM (∂A) (abbreviated asMA without causing confusion) exists and is finite,
then∂A is said to admit an(s−1)−dimensional Minkowski content.
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4 Houying Zhu and Josef Dick

3 Acceptance-Rejection Sampler Using Stratified Inputs

We now present the acceptance-rejection algorithm using stratified inputs.

Algorithm 1 Let the target densityψ : [0,1]s−1 → R+ where s≥ 2, be given. As-
sume that there exists a constant L< ∞ such thatψ(zzz) ≤ L for all zzz∈ [0,1]s−1.
Let A= {zzz∈ [0,1]s : ψ(z1, . . . ,zs−1) ≥ Lzs} and assume that∂A admits an(s−
1)−dimensional Minkowski content.

i) Let M ∈ N and let{Q0, . . . ,QM−1} be a disjoint covering with of[0,1]s with Qi

of the form∏s
j=1

[

cj

M1/s ,
cj+1

M1/s

)

with 0≤ c j ≤ ⌈M1/s⌉−1. Thenλ (Qi) = 1/M for

all 0 ≤ i ≤ M −1. Generate a point set PM = {xxx0, . . . ,xxxM−1} such that there is
exactly one point of PM uniformly distributed in each sub-cube Qi .

ii) Use the acceptance-rejection method for the points in PM with respect to the

densityψ , i.e. we accept the point xxxn if xxxn ∈ A, otherwise reject. Let P(s)N = A∩
PM = {zzz0, . . . ,zzzN−1} be the sample set we accept.

iii)Project the points we accepted P(s)N onto the first(s−1) coordinates. Let Y(s−1)
N =

{yyy0, . . . ,yyyN−1} be the projections of the points P(s)N = {zzz0, . . . ,zzzN−1}.

iv) Return the point set Y(s−1)
N .

3.1 Existence Result of Samples with Small Star Discrepancy

Here we present some results that we will use to prove an upperbound for the star
discrepancy with respect to points generated by the acceptance-rejection sampler
using stratified inputs. For any 0≤ δ ≤ 1, a setΓ of anchored boxes[000,xxx]⊆ [0,1]s

is called aδ -cover of the set of anchored boxes[000, ttt] ⊆ [0,1]s if for every point
ttt ∈ [0,1]s, there exist[000,xxx], [000,yyy] ∈ Γ such that[000,xxx] ⊆ [000, ttt] ⊆ [000,yyy] andλ ([000,yyy] \
[000,xxx]) ≤ δ . The following result on the size of theδ -cover is obtained from [13,
Theorem 1.15].

Lemma 1. For any s andδ there exists aδ -cover of the set of anchored boxes
[000, ttt]⊆ [0,1]s which has cardinality at most(2e)s(δ−1+1)s.

By a simple generalization, the following result holds for our setting.

Lemma 2. Let ψ : [0,1]s−1 → R+, where s≥ 2, be a function. Assume that there
exists a constant L< ∞ such thatψ(zzz)≤ L for all zzz∈ [0,1]s−1. Let A= {zzz∈ [0,1]s :
ψ(z1, . . . ,zs−1)≥ Lzs} and J∗ttt = ([000, ttt)× [0,1])∩A. Let(A,B(A),λ ) be a probabil-
ity space whereB(A) is the Borelσ -algebra of A. Define the setA ⊂ B(A) of test
sets by

A = {J∗ttt : ttt ∈ [0,1]s−1}.
Then for anyδ > 0 there exists aδ -coverΓδ of A with

|Γδ | ≤ (2e)s−1(δ−1+1)s−1.
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Proof. Let
Γδ := {([000,xxx]× [0,1])∩A, [000,xxx] ∈ Γ },

whereΓ is a δ -cover of the set of anchored boxes[000, ttt] ⊆ [0,1]s−1 with |Γ | ≤
(2e)s−1(δ−1 + 1)s−1. By Lemma1 such aδ -coverΓ exists. For any setJ∗t ∈ A ,
there exist([000,xxx]× [0,1])∩A,([000,yyy]× [0,1])∩A∈ Γδ such that

([000,xxx]× [0,1])∩A⊆ J∗t ⊆ ([000,yyy]× [0,1])∩A,

and

λ
(

(

([000,yyy]× [0,1])∩A
)

\
(

([000,xxx]× [0,1])∩A
)

)

≤ λ ([000,yyy]\ [000,xxx])≤ δ .

HenceΓδ forms aδ -cover ofA and|Γδ |= |Γ |.

Lemma 3. Let the unnormalized density functionψ : [0,1]s−1 → R+, with s≥ 2,
be given. Assume that there exists a constant L< ∞ such thatψ(zzz) ≤ L for all
zzz∈ [0,1]s−1.

• Let M∈N and let the disjoint subsets Q0, . . . ,QM−1 be of the form∏s
i=1

[

cj

M1/s ,
cj+1

M1/s

)

where0≤ c j ≤ ⌈M1/s⌉−1. These sets form a disjoint covering of[0,1]s and each
set Qi satisfiesλ (Qi) = 1/M.

• Let
A= {zzz∈ [0,1]s : ψ(z1, . . . ,zs−1)≥ Lzs}.

Assume that∂A admits an(s−1)−dimensional Minkowski contentMA.
• Let J∗ttt = ([000, ttt)× [0,1])

⋂

A, where ttt = (t1, . . . , ts−1) ∈ [0,1]s−1.

Then there exists an M0 ∈ N such that J∗ttt at most intersects with3s1/2MAM1−1/s

subcubes Qi for all M ≥ M0.

The result can be obtained utilizing a similar proof as in [14, Theorem 4.3]. For the
sake of completeness, we repeat the proof here.

Proof. Since∂A admits an(s−1)−dimensional Minkowski content, it follows that

MA = lim
ε→0

λ ((∂A)ε)

2ε
< ∞.

Thus by the definition of the limit, for any fixedϑ > 2, there existsε0 such that
λ ((∂A)ε )≤ ϑεMA wheneverε ≤ ε0.

Based on the form of the subcube given by∏s
i=1

[

cj

M1/s ,
cj+1

M1/s

)

, the largest diago-

nal length is
√

sM−1/s. We can assume thatM > (
√

s/ε0)
s, then

√
sM−1/s=: ε < ε0

and
⋃

i∈J Qi ⊆ (∂A)ε , whereJ is the index set for the setsQi which satisfyQi ∩A 6= /0.
Therefore

|J| ≤ λ ((∂A)ε)

λ (Qi)
≤ ϑεMA

M−1 =
√

sϑMAM1−1/s.

Without loss of generality, we can setϑ = 3, which completes the proof.
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Remark 1.Ambrosio et al [1] found that for a closed setA⊂Rs, if A has a Lipschitz
boundary, then∂A admits an(s−1)-dimensional Minkowski content. In particular,
a convex setA ⊂ [0,1]s has an(s−1)-dimensional Minkowski content. Note that
the surface area of a convex set in[0,1]s is bounded by the surface area of the unit
cube[0,1]s, which is 2sand it was also shown by Niederreiter and Wills [25] that 2s
is best possible. It follows that the Minkowski contentMA ≤ 2swhenA is a convex
set in[0,1]s.

Lemma 4. Suppose that all the assumptions of Lemma3 are satisfied. Let N be the
number of points accepted by Algorithm1. Then we have

M(λ (A)−3s1/2
MAM−1/s)≤ N ≤ M(λ (A)+3s1/2

MAM−1/s).

Proof. The number of points we accept in Algorithm1 is a random number since
the driver sequence given by stratified inputs is random. LetE(N) be the expectation
of N. The number ofQi which have non-empty intersection withA is bounded by
l = 3s1/2MAM1−1/s from Lemma3. Thus

E[N]− l ≤ N ≤ E[N]+ l . (1)

Further we have

E[N] =
M−1

∑
i=0

λ (Qi ∩A)
λ (Qi)

= Mλ (A). (2)

Combining (1) and (2) and substitutingl = 3s1/2MAM1−1/s, one obtains the desired
result.

Before we start to prove the upper bound on the star-discrepancy, our method
requires the well-known Bernstein-Chernoff inequality.

Lemma 5. [2, Lemma 2] Letη0, . . . ,ηl−1 be independent random variables with
E(ηi) = 0 and |ηi | ≤ 1 for all 0 ≤ i ≤ l − 1. Denote byσ2

i the variance ofηi , i.e.
σ2

i = E(η2
i ). Setβ = (∑l−1

i=0 σ2
i )

1/2. Then for anyγ > 0 we have

P
(

∣

∣

l−1

∑
i=0

ηi
∣

∣≥ γ
)

≤
{

2e−γ/4, if γ ≥ β 2,

2e−γ2/4β 2
, if γ ≤ β 2.

Theorem 1.Let an unnormalized density functionψ : [0,1]s−1 → R+, with s≥ 2,
be given. Assume that there exists a constant L< ∞ such thatψ(zzz) ≤ L for all
zzz∈ [0,1]s−1. Let C=

∫

[0,1]s−1 ψ(zzz)dzzz and let the graph underψ be defined as

A= {zzz∈ [0,1]s : ψ(z1, . . . ,zs−1)≥ Lzs}.

Assume that∂A admits an(s− 1)−dimensional Minkowski contentMA. Then for

all large enough N, with positive probability, Algorithm1 yields a point set Y(s−1)
N ⊆

[0,1]s−1 such that
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D∗
N,ψ (Y

(s−1)
N )≤ s

3
4
√

6MA

(2L)
1
2s− 1

2C
1
2− 1

2s

√
logN

N
1
2+

1
2s

+
2C
LN

.

Proof. Let J∗ttt =([000, ttt)× [0,1])
⋂

A, wherettt = (t1, . . . , ts−1). Using the notation from
Algorithm 1, let yyyn be the firsts−1 coordinates ofzzzn ∈ A. Forn= 0, . . . ,N−1, we
have

M−1

∑
n=0

1J∗ttt (xxxn) =
N−1

∑
n=0

1[000,ttt)(yyyn).

Therefore

∣

∣

∣

1
N

N−1

∑
n=0

1[000,ttt)(yyyn)−
1
C

∫

[000,ttt)
ψ(zzz)dzzz

∣

∣

∣
=
∣

∣

∣

1
N

M−1

∑
n=0

1J∗ttt (xxxn)−
1

λ (A)
λ (J∗ttt )

∣

∣

∣
. (3)

It is noted that

∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−
N

λ (A)
λ (J∗ttt )

∣

∣

∣
≤

∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−Mλ (J∗ttt )
∣

∣

∣
+
∣

∣

∣
λ (J∗ttt )

(

M− N
λ (A)

)

∣

∣

∣

≤
∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−Mλ (J∗ttt )
∣

∣

∣
+
∣

∣

∣
Mλ (A)−N

∣

∣

∣

≤
∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−Mλ (J∗ttt )
∣

∣

∣
+
∣

∣

∣
Mλ (A)−

M−1

∑
n=0

1A(xxxn)
∣

∣

∣

≤ 2 sup
ttt∈[0,1]s

∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−Mλ (J∗ttt )
∣

∣

∣
. (4)

Let us associate with eachQi , random pointsxxxi ∈ Qi with probability distribution

P(xxxi ∈V) =
λ (V)

λ (Qi)
= Mλ (V),

for all measurable setsV ⊆ Qi .
It follows from Lemma3 thatJ∗ttt at most intersectl := 3s1/2MAM1−1/s setsQi .

Therefore,J∗ttt is representable as the disjoint union of setsQi entirely contained in
J∗ttt and the union of at mostl pieces which are intersections of some setsQi andJ∗ttt ,
i.e.

J∗ttt =
⋃

i∈I

Qi ∪
⋃

i∈J

(Qi ∩J∗ttt ),

where the index-setJ has cardinality at most⌈3s1/2MAM1−1/s⌉. Since for everyQi ,
λ (Qi) = 1/M andQi contains exactly one element of{zzz1, . . . ,zzzN}, the discrepancy
of

⋃

i∈I Qi is zero. Therefore, it remains to investigate the discrepancy of
⋃

i∈J(Qi ∩
J∗ttt ).

Sinceλ (A) = C/L andN ≥ M(C/L− 3s1/2MAM−1/s) by Lemma4, we have
M ≤ 2LN/C for all M > (6Ls1/2MA/C)s. Consequently,
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l = 3s1/2
MAM1−1/s ≤ 3s1/2(2L)1−1/sC1/s−1

MAN1− 1
s = ΩN1−1/s,

whereΩ = 3s1/2(2L)1−1/sC1/s−1MA.
Let us define the random variableχi for 0≤ i ≤ l −1 as follows

χi =

{

1, if zzzi ∈ Qi ∩J∗ttt ,
0, if zzzi /∈ Qi ∩J∗ttt .

By definition,

∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−Mλ (J∗ttt )
∣

∣

∣
=
∣

∣

∣

l−1

∑
i=0

χi −M
l−1

∑
i=0

λ (Qi ∩J∗ttt )
∣

∣

∣
. (5)

Because ofP(χi = 1) = λ (Qi ∩J∗ttt )/λ (Qi) = Mλ (Qi ∩J∗ttt ), we have

Eχi = Mλ (Qi ∩J∗ttt ), (6)

whereE(·) denotes the expected value. By (5) and (6),

∆N(J
∗
t ;zzz1, . . . ,zzzN) =

∣

∣

∣

M−1

∑
n=0

1J∗ttt (xxxn)−Mλ (J∗ttt )
∣

∣

∣
=
∣

∣

∣

l−1

∑
i=0

(χi −Eχi)
∣

∣

∣
. (7)

Since the random variablesχi for 0≤ i ≤ l −1 are independent of each other, in
order to estimate the sum∑l−1

i=0(χi−Eχi)we are able to apply the classical Bernstein-
Chernoff inequality of large deviation type. Letσ2

i = E(χi −Eχi)
2 and setβ =

(∑l
i=1 σ2

i )
1/2. Let

γ = θ l1/2(logN)1/2,

whereθ is a constant depending only on the dimensions which will be fixed later.
Without loss of generality, assume thatN ≥ 3.

Case 1:If γ ≤ β 2, sinceβ 2 ≤ l ≤ ΩN1− 1
s , by Lemma5 we obtain

P
(

∆N(J
∗
t ;zzz1, . . . ,zzzN)≥ θ l1/2(logN)1/2

)

= P
(

∣

∣

l

∑
i=1

(χi −Eχi)
∣

∣≥ γ
)

≤ 2e−γ2/(4β 2) ≤ 2N−θ2/4. (8)

Though the class of axis-parallel boxes is uncountable, it suffices to consider a small
subclass. Based on the argument in Lemma2, there is a 1/M-cover of cardinal-
ity (2e)s−1(M +1)s−1 ≤ (2e)s−1(2LN/C+1)s−1 for M > M0 such that there exist
R1,R2 ∈ Γ1/M having the propertiesR1 ⊂ J∗ttt ⊂ R2 andλ (R2\R1)≤ 1/M. From this
it follows that

∆N(J
∗
ttt ;zzz1, . . . ,zzzN)≤ max

i=1,2
∆(Ri ;zzz1, . . . ,zzzN)+1,

Page:8 job:Discrepancy_SAR2014_JD macro:svmult.cls date/time:20-Jun-2018/11:15



Discrepancy Estimates for Acceptance-Rejection SamplersUsing Stratified Inputs 9

see, for instance, [11, Lemma 3.1] and [16, Section 2.1]. This means that we can
restrict ourselves to the elements ofΓ1/M.

In view of (8)

P
(

∆(Ri ;zzz1, . . . ,zzzN)≥ γ
)

≤ |Γ1/M|2N− θ2
4 ≤ 2N− θ2

4 (2e)s−1(2LN
C

+1
)s−1

< 1,

for θ = 2
√

2sandN ≥ 8e
C +2.

Case 2:On the other hand, ifγ ≥ β 2, then by Lemma5 we obtain

P
(

∆(J∗t ;zzz1, . . . ,zzzN)≥ θ l1/2(logN)1/2
)

= P
(

∣

∣

l

∑
i=1

(χi −Eχi)
∣

∣ ≥ γ
)

≤ 2e−
θ l1/2(logN)1/2

4 . (9)

Similarly, using the 1/M-cover technique above, forθ = 2
√

2s and sufficiently
largeN we have

P
(

∆(Ri ;zzz1, . . . ,zzzN)≥ γ
)

≤ |Γ1/M|2e−
θ l1/2(logN)1/2

4

≤ 2e−
θ l1/2(logN)1/2

4 (2e)s−1(2LN
C

+1
)s−1

< 1,

where the last equation is satisfied for all large enoughN.
By (3) and (4), we obtain that, with positive probability, Algorithm1 yields a

point setY(s−1)
N such that

D∗
N,ψ (Y

(s−1)
N )≤

√
2sΩ1/2N− 1

2− 1
2s(logN)1/2+1/M.

By Lemma1, we have 1/M ≤ 2C/(LN) for sufficiently largeN. Thus the proof
of Theorem1 is complete.

3.2 Upper Bound on the Lq-discrepancy

In this section we prove an upper bound on the expected value of theLq-discrepancy
for 2≤ q≤ ∞.

Theorem 2.Let the unnormalized density functionψ : [0,1]s−1 → R+ satisfy all

the assumptions stated in Theorem1. Let Y(s−1)
N be the samples generated by the

acceptance-rejection sampler using stratified inputs. Then we have for2≤ q≤ ∞,

(

E[NqLq
q,N(Y

(s−1)
N )]

)1/q ≤ (3s1/2
MA)

1−1/q(2LC−1)(1−1/s)(1−1/q)N(1−1/s)(1−1/q),

whereMA is the (s− 1)−dimensional Minkowski content and the expectation is
taken with respect to the stratified inputs.
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10 Houying Zhu and Josef Dick

Proof. Let J∗ttt = ([000, ttt)× [0,1])
⋂

A, wherettt = (t1, . . . , ts−1) ∈ [0,1]s−1. Let

ξi(t) = 1Qi∩J∗ttt (xxxi)−λ (Qi ∩J∗ttt )/λ (Qi),

whereQi for 0 ≤ i ≤ M − 1 is the covering of[0,1]s with λ (Qi) = 1/M. Then
E(ξi(t)) = 0 since we haveE[1Qi∩J∗ttt (xxxi)] = Mλ (Qi ∩J∗ttt ). Hence

E[ξ 2
i (t)] = E[(1Qi∩J∗ttt (xxxi)−Mλ (Qi ∩J∗ttt ))

2]

= E[1Qi∩J∗ttt (xxxi)]−2Mλ (Qi ∩J∗ttt )E[1Qi∩J∗ttt (xxxi)]+M2λ 2(Qi ∩J∗ttt )

= Mλ (Qi ∩J∗ttt )(1−Mλ (Qi ∩J∗ttt ))

≤ Mλ (Qi ∩J∗ttt )≤ 1.

If Qi ⊆ J∗t or if Qi ∩ J∗t = /0, we haveξi(t) = 0. We order the setsQi such that
Q0,Q1, . . . ,Qi0 satisfyQi ∩J∗t 6= /0 andQi * J∗t (i.e.Qi intersects the boundary ofJ∗t )
and the remaining setsQi either satisfyQi ∩J∗t = /0 or Qi ⊆ J∗t . Due to the fact that
the density curveψ at most intersects withl := 3s1/2M (∂A)M1−1/s setsQi , if ∂A
admits an(s−1)−dimensional Minkowski content, it follows that, forq= 2,

(

E[N2L2
2,N(Y

(s−1)
N )]

)1/2
=

(

E
[

∫

[0,1]s

∣

∣

M−1

∑
i=0

ξi(ttt)
∣

∣

2
dttt
])1/2

=
(

∫

[0,1]s
E
[

M−1

∑
i=0

ξi(ttt)
]2

dttt
)1/2

=
(

∫

[0,1]s

l−1

∑
i=0

E[ξi(t)
2]dttt

)1/2
≤ l1/2.

Since|ξi(t)| ≤ 1, for q= ∞, we have

sup
PM⊂[0,1]s

|ND∗
N(Y

(s−1)
N )| = sup

PM⊂[0,1]s
sup

ttt∈[0,1]s−1

∣

∣

M−1

∑
i=0

ξi(ttt)
∣

∣= sup
PM⊂[0,1]s

sup
ttt∈[0,1]s−1

∣

∣

l−1

∑
i=0

ξi(ttt)
∣

∣

≤ sup
PM∈[0,1]s

sup
ttt∈[0,1]s−1

l−1

∑
i=0

∣

∣ξi(ttt)
∣

∣≤ l .

Therefore, for 2≤ q≤ ∞,

(

E[NqLq
q,N(Y

(s−1)
N )]

)1/q ≤ l1−1/q,

which is a consequence of the log-convexity ofLp-norms, i.e‖ f‖pθ ≤‖ f‖1−θ
p0

‖ f‖θ
p1

,
where 1/pθ = (1−θ )/p0+θ/p1. In our case,p0 = 2 andp1 = ∞.

Additionally, following from Lemma4, we haveM ≤ 2LN/C wheneverM >
(6Ls1/2MA/C)s. Hence we obtain the desired result by substitutingl = 3s1/2MAM1−1/s

and replacingM in terms ofN.
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Remark 2.It would also be interesting to obtain an upper bound for 1≤ q< 2. See
Heinrich [15] for a possible proof technique. We leave it as an open problem.

4 Improved Rate of Convergence for Deterministic
Acceptance-Rejection Sampler

In this section, we prove a convergence rate of orderN−α for 1/s≤ α < 1, where
α depends on the target densityψ . See Corollary1 below for details. For this result
we use(t,m,s)-nets (see Definition5 below) as inputs instead of stratified samples.
The value ofα here depends on how well the graph ofψ can be covered by certain
rectangles (see Equation (10)). In practice this covering rate of orderN−α is hard
to determine precisely, whereα can range anywhere from 1/s to < 1, whereα
arbitrarily close to 1 can be achieved ifψ is constant. We also provide a simple
example in dimensions= 2 for which α can take on the valuesα = 1− ℓ−1 for
ℓ ∈ N, ℓ≥ 2. See Example1 for details.

We first establish some notation and some useful definitions and then obtain the-
oretical results. First we introduce the definition of(t,m,s)-nets in baseb (see [8])
which we use as the driver sequence. The following fundamental definitions of ele-
mentary interval and fair sets are used to define a(t,m,s)-net in baseb.

Definition 3. [b-adic elementary interval] Letb≥ 2 be an integer. Ans-dimensional
b-adic elementary interval is an interval of the form

s

∏
i=1

[

ai

bdi
,
ai +1

bdi

)

with integers 0≤ ai < bdi anddi ≥ 0 for all 1≤ i ≤ s. If d1, . . . ,ds are such that
d1+ · · ·+ds= k, then we say that the elementary interval is of orderk.

Definition 4 (fair sets). For a given setPN = {xxx0,xxx1, . . . ,xxxN−1} consisting ofN
points in[0,1)s, we say for a subsetJ of [0,1)s to be fair with respect toPN, if

1
N

N−1

∑
n=0

1J(xxxn) = λ (J),

where 1J(xxxn) is the indicator function of the setJ.

Definition 5 ((t,m,s)-nets in base b).For a given dimensions≥ 1, an integer base
b≥ 2, a positive integerm and an integert with 0≤ t ≤ m, a point setQm,s of bm

points in [0,1)s is called a(t,m,s)-nets in baseb if the point setQm,s is fair with
respect to all b-adic s-dimensional elementary intervals of order at mostm− t.

We present the acceptance-rejection algorithm using(t,m,s)-nets as driver se-
quence.
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12 Houying Zhu and Josef Dick

Algorithm 2 Let the target densityψ : [0,1]s−1 → R+, where s≥ 2, be given. As-
sume that there exists a constant L< ∞ such thatψ(xxx)≤ L for all xxx∈ [0,1]s−1. Let
A = {zzz∈ [0,1]s : ψ(z1, . . . ,zs−1) ≥ Lxs}. Suppose we aim to obtain approximately
N samples fromψ .

i) Let M = bm ≥
⌈

N/(
∫

[0,1]s−1 ψ(xxx)/Ldxxx)
⌉

, where m∈ N is the smallest integer

satisfying this inequality. Generate a(t,m,s)-net Qm,s = {xxx0,xxx1, . . . ,xxxbm−1} in
base b.

ii) Use the acceptance-rejection method for the points Qm,s with respect to the den-

sityψ , i.e. we accept the point xxxn if xxxn ∈A, otherwise reject. Let P(s)N =A∩Qm,s=
{zzz0, . . . ,zzzN−1} be the sample set we accept.

iii)Project the points P(s)N onto the first(s−1) coordinates. Let Y(s−1)
N = {yyy0, . . . ,yyyN−1}⊆

[0,1]s−1 be the projections of the points P(s)N .

iv) Return the point set Y(s−1)
N .

In the following we show that an improvement of the discrepancy bound for the
deterministic acceptance-rejection sampler is possible.Let an unnormalized density
functionψ : [0,1]s−1 →R+, with s≥ 2, be given. Let again

A= {zzz= (z1, . . . ,zs) ∈ [0,1]s : ψ(z1, . . . ,zs−1)≥ Lzs}

andJ∗ttt = ([000, ttt)× [0,1])
⋂

A. Let ∂J∗ttt denote the boundary ofJ∗ttt and∂ [0,1]s denotes
the boundary of[0,1]s. Fork∈ N we define the covering number

Γk(ψ) = sup
ttt∈[0,1]s

min{v :∃U1, . . . ,Uv ∈ Ek : (∂J∗ttt \ ∂ [0,1]s)⊆
v
⋃

i=1

Ui ,

Ui ∩Ui′ = /0 for 1≤ i < i′ ≤ v}, (10)

whereEk is the family of elementary intervals of orderk.

Lemma 6. Let ψ : [0,1]s−1 → [0,1] be an unnormalized target density and let the
covering numberΓm−t(ψ) be given by(10). Then the discrepancy of the point set

Y(s−1)
N = {yyy0,yyy1, . . . ,yyyN−1}⊆ [0,1]s−1 generated by Algorithm2 using a(t,m,s)-net

in base b, for large enough N, satisfies

D∗
N,ψ (Y

(s−1)
N )≤ 4C−1btΓm−t(ψ)N−1,

where C=
∫

[0,1]s−1 ψ(zzz)dzzz.

Proof. Let ttt ∈ [0,1]s be given. Letv= Γm−t(ψ) andU1, . . . ,Uv be elementary inter-
vals of orderm− t such thatU1∪U2∪·· ·∪Uv ⊇ (∂J∗ttt \∂ [0,1]s) andUi ∩Ui′ = /0 for
1≤ i < i′ ≤ v. Let V1, . . . ,Vz ∈ Em−t with Vi ⊆ J∗ttt , Vi ∩Vi′ = /0 for all 1≤ i < i′ ≤ z
andVi ∩Ui = /0 such that

⋃z
i=1Vi ∪

⋃v
i=1Ui ⊇ J∗ttt . We define

W =
z
⋃

i=1

Vi ∪
v
⋃

i=1

Ui
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and

Wo =
z
⋃

i=1

Vi.

ThenW andWo are fair with respect to the(t,m,s)-net,Wo ⊆ J∗ttt ⊆W and

λ (W \ J∗ttt ),λ (J
∗
ttt \Wo)≤ λ (W\Wo) =

v

∑
i=1

λ (Ui) =
v

∑
i=1

b−m+t = b−m+tΓm−t(ψ).

The proof of the result now follows by the same arguments as the proofs in [32,
Lemma 1&Theorem 1].

From Lemma3 we have that if∂A admits an(s−1)−dimensional Minkowski
content, then

Γk(ψ)≤ csb
(1−1/s)k.

This yields a convergence rate of orderN−1/s in Lemma6. Another known example
is the following. Assume thatψ is constant. Since the graph ofψ can be covered by
just one elementary interval of orderm− t, this is the simplest possible case. The
results from [24, Section 3] (see also [8, p. 184–190] for an exposition in dimensions
s= 1,2,3) imply thatΓk(ψ) ≤Csks−1 for some constantCs which depends only on
s. This yields the convergence rate of order(logN)s−1N−1 in Lemma6. Thus, in
general, there are constantscs,ψ andCs,ψ depending only onsandψ such that

cs,ψ ks−1 ≤ Γk(ψ)≤Cs,ψb(1−1/s)k, (11)

whenever the set∂A admits an(s−1)−dimensional Minkowski content. This yields
a convergence rate in Lemma6 of orderN−α with 1/s≤ α < 1, where the precise
value ofα depends onψ . We obtain the following corollary.

Corollary 1. Let ψ : [0,1]s−1 → [0,1] be an unnormalized target density and let
Γk(ψ) be given by(10). Assume that there is a constantΘ > 0 such that

Γk(ψ)≤Θb(1−α)kkβ for all k ∈N,

for some1/s≤ α ≤ 1 and β ≥ 0. Then there is a constant∆s,t,ψ > 0 which de-

pends only on s, t and ψ , such that the discrepancy of the point set Y(s−1)
N =

{yyy0,yyy1, . . . ,yyyN−1} ⊆ [0,1]s−1 generated by Algorithm2 using a(t,m,s)-net in base
b, for large enough N, satisfies

D∗
N,ψ (Y

(s−1)
N )≤ ∆s,t,ψ N−α(logN)β .

Example 1.To illustrate the bound in Corollary1, we consider now an example for
which we can obtain an explicit bound onΓk(ψ) of orderbk(1−α) for 1/2≤ α < 1.
For simplicity lets= 2 andα = 1−ℓ−1 for someℓ∈N with ℓ≥ 2. We define now a
functionψℓ : [0,1]→ [0,1] in the following way: letx∈ [0,1) haveb-adic expansion
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14 Houying Zhu and Josef Dick

x=
ξ1

b
+

ξ2

b2 +
ξ3

b3 + · · ·

whereξi ∈ {0,1, . . . ,b−1} and assume that infinitely many of theξi are different
from b−1. Then set

ψℓ(x) =
ξ1

bl−1 +
ξ2

b2(l−1)
+

ξ3

b3(l−1)
+ · · · .

Let t ∈ [0,1). In the following we define elementary intervals of orderk∈ N which
cover∂J∗t \∂ [0,1]2. Assume first thatk is a multiple ofℓ, then letg= k/ℓ. Then we
define the following elementary intervals of orderk= gℓ:

[

a1

b
+ · · ·+ ag−1

bg−1 +
ag

bg ,
a1

b
+ · · ·+ ag−1

bg−1 +
ag+1

bg

)

×
[

a1

bℓ−1 + · · ·+ ag−1

b(g−1)(ℓ−1)
+

ag

bg(ℓ−1)
,

a1

bℓ−1 + · · ·+ ag−1

b(g−1)(ℓ−1)
+

ag+1

bg(ℓ−1)

)

, (12)

wherea1, . . . ,ag ∈ {0,1, . . . ,b−1} run through all possible choices such that

a1

b
+ · · ·+ ag−1

bg−1 +
ag+1

bg ≤ t.

The number of these choices fora1, . . . ,ag is bounded bybg. Let

t =
t1
b
+ · · ·+ tg

bg +
tg+1

bg+1 + · · · .

For integers 1≤ u≤ g(ℓ−1) and 0≤ cu < tg+u, we define the intervals

[

t1
b
+ · · ·+ tg+u−1

bg+u−1 +
cu

bg+u ,
t1
b
+ · · ·+ tg+u−1

bg+u−1 +
cu+1
bg+u

)

×
[

d1

b
+ · · ·+

dg(ℓ−1)−u

bg(ℓ−1)−u
,
d1

b
+ · · ·+

dg(ℓ−1)−u

bg(ℓ−1)−u
+

1

bg(ℓ−1)−u

)

, (13)

wheredi = 0 if ℓ ∤ i, di = ti/ℓ if ℓ|i and we setd1
b + · · ·+ dg(ℓ−1)−u

bg(ℓ−1)−u = 0 if u= g(ℓ−1).
Further we define the interval

[

t1
b
+ · · ·+ tgℓ

bgℓ ,
t1
b
+ · · ·+ tgℓ

bgℓ +
1

bgℓ

)

× [0,1). (14)

The intervals defined in (12), (13) and (14) cover∂J∗t \ ∂ [0,1]2. Thus we have

Γgℓ(ψℓ)≤ bg+bg(ℓ−1)+1≤ ℓbg.

For arbitraryk∈N we can use elementary intervals of orderk which cover the same
area as the intervals (12), (13) and (14). Thus we have at mostbℓ−1 times as many
intervals and we therefore obtain
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Γk(ψℓ)≤ ℓbk/ℓ+ℓ−1.

Thus we obtain

sup
ttt∈[0,1]

∣

∣

∣

∣

∣

1
N

N−1

∑
n=0

1[0,t)(yn)−
1
C

∫ t

0
ψℓ(z)dz

∣

∣

∣

∣

∣

≤ ∆s,t,ψ N−(1− 1
ℓ ).

Remark 3.In order to obtain similar results as in this section for stratified inputs
rather than(t,m,s)−nets, one would have to use the elementary intervalsU1, . . . ,Uv

of orderk which yield a covering of∂J∗t \ ∂ [0,1]s for all ttt ∈ [0,1]s−1. From this
covering one would then have to construct a covering of∂A\ ∂ [0,1]s and use this
covering to obtain stratified inputs. Since such a covering is not easily available in
general, we did not pursue this approach further.
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