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Abstract. This empirical paper examines whether the age of software
products can explain the turnaround between the release of security
advisories and the publication vulnerability information. Building on the
theoretical rationale of vulnerability life cycle modeling, this assertion is
examined with an empirical sample that covers operating system releases
from Microsoft and two Linux vendors. Estimation is carried out with a
linear regression model. The results indicate that the age of the observed
Microsoft products does not affect the turnaround times, and only fee-
ble statistical relationships are present for the examined Linux releases.
With this negative result, the paper contributes to the vulnerability life
cycle modeling research by presenting and rejecting one theoretically
motivated and previously unexplored question. The rejection is also a
positive result; there is no reason for users to fear that the turnaround
times would significantly lengthen as operating system releases age.

Keywords: Security patching · Operating system · Negative result ·
Microsoft · Linux

1 Introduction

Vulnerability life cycle (VLC) modeling has been a popular methodology for
understanding the longitudinal evolution of a vulnerability, from the initial birth
at a version control system [18] through disclosure and patching [3,26] to the
release of information to the public sphere, the availability of industrially devel-
oped of exploits, and the final loss of relevance [2]. Akin to software life cycle
modeling [22], the primary interest in VLC modeling relates to the time lines
between these and other theoretical stages, the most important ones of which
are illustrated in Fig. 2. Different research questions emerge by shuffling the
state diagram appropriately. For instance, in the worst case scenario, there are
only three states: the birth, the discovery, and the development of an exploit;
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Fig. 1. The principal vulnerability life cycle states (adopted from [2])

a zero-day vulnerability remains to be a zero-day vulnerability, never reaching
the states of disclosure, remediation, publication, and, over the years or decades,
the eventual lack of applicable computer systems.

In this paper, the empirical phenomenon of interest is located in the time
delays that occur between the patching and publication states; the case that is
marked with a � symbol in Fig. 1. Ideally, these delays should be small, given the
overall optimum of short vulnerability life cycles. Because the birth, discovery,
and disclosure have already occurred, the observed delays are also directly con-
trollable by the associated software vendors and the non-profit institutions that
are partially responsible for the systematic release of information to the public
sphere. Given this general efficiency rationale, the paper examines an assertion
that the time delays are associated with the age of operating system products
at the time of security advisory releases.

This assertion can be motivated by a common-sense software engineering rea-
soning: old and aging code bases are difficult to maintain, which leads to expect
that also the handling of vulnerabilities takes longer for older products. The
operating system context adds some weight to this reasoning. The code bases
are complex, containing large amounts of low-level code that often requires spe-
cial expertise to maintain. Because the discovery of new vulnerabilities tends to
slow down as operating systems age [22], and as maintenance is often a neces-
sary evil for software vendors, there may be a temptation to allocate insufficient
resources for maintenance, which may then cause delays in security patching.
Also the software life cycles are long. In fact, in some cases the life cycles are
so long that the still maintained code bases may attain a status of legacy code.
Although security has not been the driving force, analogous reasoning largely
applies to the so-called rapid releases, which have been an increasingly wide-
spread strategy for many products but apparently without notable quality and
security consequences [7,9,12]. While rapid releases have been adopted also for
Linux distributions, there has been also a trend to the opposite direction, as
manifested by the so-called long-term support (LTS) releases. Then, by hypoth-
esis, also security patching should vary according to the support periods.

The overall research strategy is exploratory, of course. In other words, numer-
ous different factors influence the length between VLC states, ranging from tech-
nical aspects to organizational factors and communication obstacles. Neverthe-
less, on one hand: if the assertion holds, release engineering strategies could
benefit from a footnote that the support period lengths may also increase the
turnaround times in the coordination of vulnerabilities. On the other hand: if the
assertion is not passed for notable operating system product releases, there are
neither reasons to reserve space for such footnotes nor to complicate empirical
VLC models with unimportant explanatory variables.
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2 The Assertion

Analytically, the interest relates to the difference

zi = Time of advisory − Time of publication (1)
= τ1 − τ0, given i and zi ∈ (−∞,∞),

and where τ1 refers to the date and time at which an operating system software
vendor released a security advisory that covered the i:th vulnerability, which
was publicized with a Common Vulnerabilities and Exposures (CVEs) identifier
at τ0. Note that zi is only theoretically restricted to be finite. If a vendor never
patches a vulnerability, the life cycle of the vulnerability approaches infinity.

The scalar zi can be understood as a simple efficiency metric for security
patching, and, more accurately, for the associated release of security advisories.
In general, a large positive value implies that a long time was required for
a vendor to patch a vulnerability and communicate the information to users.
When zi < 0, a vendor handled a vulnerability before it was publicized at the
infrastructure provided by MITRE, Inc. and related non-profit institutions. All
observed operating system vendors possess – either explicitly or via the com-
mercial sponsors – authorities for CVE assignments, and, thus, these negative
values are nothing special as such. For instance, Ubuntu released an advisory
(USN-2628-1) for CVE-2015-4171 in 8th of June 2015, which was timestamped
to the institutional databases two days later. Thus, an identifier was already
available during the time of the advisory release, while the CVE publication was
slightly delayed, possibly owning to additional processing and archiving work.

It should be also emphasized that a more traditional interest in empirical
VLC modeling has related to the difference between τ1 and the date at which
information was first disclosed to a vendor or a third-party [3,27]. While such
time lines are longer than the observed ones – disclosure must logically precede
the publication of CVEs, the analytical meaning remains more or less similar
(see Fig. 2). The reason to prefer the theoretical and conceptual state of pub-
lication, rather than the state of disclosure, relates to the well-known practical
limitations imposed by the availability of robust data [14,18]. In particular, the
date of disclosure is only seldom known in practice [23], and, hence, the attach-
ment to the publication state is necessary to maintain a degree of theoretical

Fig. 2. A time line for security advisory releases (motivated by [6,11])
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and conceptual rigor. In general, thus, this paper observes the later states in
vulnerability life cycles (see Fig. 1). This observational focus is no less important
than the length of vulnerability disclosure; systematically positive or negative
but large values of zi indicate that the coordination between operating system
vendors, MITRE, and associated parties has been non-optimal.

Let y1, . . . , yn further denote a subset of time lines for which zi > 0 for all i,
that is, the cases that follow the route (b) in Fig. 2. Consider then that these
positive turnaround times are linear functions of the age, Ai, of an operating
system product at the time of patching. In other words,

yi = α + βAi, Ai = τ1 − t0, Ai ≥ 0, yi > 0, (2)

where α is a constant and β is a slope coefficient. When only fixed software
life cycles and publicly disclosed vulnerabilities are observed, the value of Ai is
always non-negative, meaning that security patching only applies to products
that have been released. A case Ai = 0 implies that a vulnerability was patched
already during a product’s release date – during the very first day of the prod-
uct’s life cycle. In general, however, the values A1, . . . , An should be relatively
large due to the so-called honeymoon effect [7,8]. That is, new software releases
tend to enjoy short grace periods before the first vulnerabilities are discovered.

Given the assumption of linearity, the sign of β is hypothesized to be pos-
itive: when the age of a product increases by one day, the mean length of the
turnaround times, yi, increase by β, all other things being equal. Thus, in gen-
eral, aging operating system releases would be more difficult to patch. While the
negative values from (1) have been also excluded in VLC modeling [26], in the
present context it is relevant to augment the β > 0 assumption with a reverse
formulation. That is, ψ can be asserted to be negative for an analogous relation

|xi| = α + ψAi, xi ≤ 0, (3)

given a subset x1, . . . , xn of observations for which zi ≤ 0. Because a modulus
is used in (3), values ψ < 0 imply that aging products would tend to reduce
the lead of vendors to the CVE-processing institutions; that is, the route (a)
from τ1 to τ0 in Fig. 2 would reduce. These dual assumption constitute the age
assertion of interest. Given that open source projects have been observed and
argued to be slower in patching and vulnerability handling in general [23,24], it
can be further expected that firing off the assertion is not universal among the
contemporary population of operating systems products.

3 Evaluation

To evaluate the assertion, a dataset comprised of 46 operating system releases
from three vendors is utilized by using a standard linear regression. While there
is plenty of data (35,760 observations, to be precise), the data is not a rep-
resentative sample from the contemporary operating system population. Thus,
the specific term assertion carries a specific meaning: when the assertion is not
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passed for the products of the market leader, Microsoft, Inc., it can be safely
concluded that the assertion does not sufficiently characterize the contemporary
operating system population. The evaluation criterion itself is not statistical.

3.1 Data

The empirical sample covers operating system releases of Microsoft Windows,
openSUSE, and Ubuntu Linux. The case selection satisfies the desirable data col-
lection conditions: (a) open source software is included, and all observed products
(a) have (and have had) a broad and loyal user base as well as (c) a large popula-
tion of publicly disclosed vulnerabilities, which both allow to assume that (d) the
products have been frequent targets of attacks and exploitation attempts [7]. In
terms of operationalization, τ1 in (1) and Fig. 2 is fixed to the corresponding
security advisory release dates (see Table 1), while τ0 is attached to the publi-
cation date at the National Vulnerability Database (NVD). Given the temporal
resolution of days, it is plausible to assume (but not verify) that the released
advisories have corresponded with the availability of patches from the vendors’
download services. Finally, the age variable Ai in (2) is computed with respect
to the release dates of the observed operating system products listed in Table 2.

Table 1. Data sources

Institutions Vendors / products

NVD Microsoft openSUSE Ubuntu

Source(s) [19] [15,16] [20,21,25] [4,5]

Note that only openSUSE advisories are sampled,
although the advisories released for the commercial
SUSE often account also the openSUSE releases that
are affected.

The dataset is generally in accordance with previous observations [13]. When
the per-vendor frequency distributions of the differences in (1) are examined, it
is clear that Microsoft has been faster than openSUSE and Ubuntu in fixing the
specific vulnerabilities that have affected the observed Microsoft Windows oper-
ating system releases (see Fig. 3). A considerable amount of outliers is present,
but mainly for the openSUSE and Ubuntu products. In general, much less dis-
persion is seen for the Microsoft products (see Fig. 4). In fact, Microsoft has
patched as much as approximately 43 % of the observed vulnerabilities already
during the same day when these were timestamped to NVD. All in all, these
observations support the existing evidence that closed source vendors are faster
than open source vendors [24]. As a prior-analysis expectation, the effects of β
and ψ should thus be different for the Microsoft products.

Finally, it is important to emphasize that (a) all three vendors support paral-
lel products, and, hence, a single CVE-referenced vulnerability typically affects
multiple products (see Fig. 5). The effect is pronounced in the case of Microsoft
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Table 2. The dataset

Windows openSUSE Ubuntu

Prod N Ny Nx Prod N Ny Nx Prod N Ny Nx

XP SP1 82 21 61 11.0 215 181 34 4.10 435 285 150

XP SP2 430 76 354 11.1 470 401 69 5.04 454 385 69

XP SP3 866 82 784 11.2 901 770 131 5.10 448 378 70

XP Prof. x64 260 53 207 11.3 1156 969 187 6.06 LTS 1476 1213 263

XP Prof. x64 SP2 922 89 833 11.4 670 510 160 6.10 473 398 75

Vista 276 36 240 12.3 1277 1143 134 7.04 468 394 74

Vista SP1 413 48 365 13.1 1242 1134 108 7.10 544 459 85

Vista SP2 1161 76 1085 13.2 557 498 59 8.04 LTS 1606 1186 420

Vista x64 276 36 240 8.10 710 580 130

Vista x64 SP1 416 48 368 9.04 667 503 164

Vista x64 SP2 1163 76 1087 9.10 746 553 193

7 i386 493 46 447 10.04 LTS 2373 1588 785

7 i386 SP1 953 47 906 10.10 883 589 294

7 x64 497 47 450 11.04 895 563 332

7 x64 SP1 966 48 918 11.10 1017 640 377

8 i386 702 19 683 12.04 LTS 2124 1321 803

8 x64 700 19 681 12.10 1029 652 377

13.04 431 268 163

13.10 464 329 135

14.10 515 323 192

14.04 LTS 938 558 380

Given the data collection in July 27, 2015, the column N reports the raw number
of vulnerabilities that have affected a given product. The subsequent two symbols
denote the number of vulnerabilities in the subsets of positive and non-positive
values, respectively. The colored entries mark products that were still eligible for
security patches at the time of data collection.

for which product variety has generally been larger within the observed product
families. Moreover, there are (b) one-to-many references between advisories and
CVEs, which leads to a notable operationalization problem. This issue is solved
by using the largest per-product advisory timestamp (the latest day) for each
referenced CVE. While also the reverse (the earliest dates) have been used [26],
the present solution can be justified by maintaining that a given vulnerability
was not entirely fixed and communicated to users until the last advisory released.

3.2 Control Variables

The same data sources are used for two control variables. The first, say S, denotes
the severity of a vulnerability. The variable is based on the so-called base score in
the Common Vulnerability Scoring System (CVSS). The scores range from zero
to ten; the higher the value, the more severe the given vulnerability. The base
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Fig. 5. Vulnerabilities per product

score is a composite metric that is computed from two groups of metrics that
account for the impact and exploitability aspects of vulnerabilities [1]. Existing
research has used both the base scores [3] and the more fine-grained individual
metrics [26]. The theoretical rationale is simple either way: it is expected that the
time lines are shorter for more severe vulnerabilities. The empirical usefulness
of all CVSS metrics has been questioned [1], however, and, consequently, S is
included only as a control variable without further contemplations.

The other control variable, say references, R, is operationalized as the cumu-
lative amount of per-release security advisory references that were made to the
same CVE identifier. A comparable operationalization has been used previously
to measure the quality of security patches [26]. As the construct validity of R
as a measure of patch (or patching) quality is arguably rather limited, also this
quantity enters as a statistical control variable. In the ideal case of simplicity,
both S and R can be eliminated as empirically redundant.

3.3 Methods

The linear equation in (2) is estimated as it reads – as a regression model:

M1 : f(ui) = β0 + β1f(Ai) + β2f(Ai)2 + β3f(Si) + β4f(Ri) + εi, (4)
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where ui refers either to yi or |xi|, f(v) = ln(v + 1), and εt is a residual term.
The quadratic age term, f(Ai)2, is included to account potential curvature. The
functionf(v) is used to improve the assumption of normality [3]. Three smaller
parsimonious models are sought with restrictions

M2 : β2 = 0, M3 : β1 = β2 = 0, and M4 : β1 = β2 = β4 = 0. (5)

The model M3 assesses the actual age assertion by excluding both f(Ai) and
f(Ai)2. In other words, the assertion implies that β1 �= β2 �= 0. While the single
restriction β2 = 0 can be evaluated with a t-test, all can be evaluated with the
so-called Wald-tests [10], including the joint restrictions over the parameters. All
models were estimated also with a so-called fixed effects strategy by including a
set of dummy variables to control for the per-product heterogeneity. As none of
the estimates changed notably, the results reported omit these effects, however.

Besides evaluating the assumption of normality with Q-Q plots, three diag-
nostic checks are computed to assess the overall statistical fits: (a) the so-
called RESET test is used to account for potential non-linearity; (b) residual
(auto)correlation (dependence betweenui andui+1) is evaluatedwith theBreusch-
Godfrey test; and (c) heteroskedasticity (systematic dispersion in the residual
terms) is checked with the Breusch-Pagan test (for details see, e.g., [10]). The ratio-
nale for the checks (b) and (c) relates to the sampling strategy that allows per-
product “duplicate” vulnerabilities to enter into the estimation samples. Finally,
estimation is carried out with R, using the lmtest package [29] for the three statisti-
cal tests. If required, the estimates are adjusted by using suitable covariance matrix
estimators from the sandwich package [28]. The general performance is evaluated
with adjusted R2

a-values; higher values are better.

3.4 Sampling

The three vendor subsamples are analyzed as three separate, statistically inde-
pendent cases. In general, however, the data in Table 2 cannot be directly esti-
mated because the software life cycles vary across the observed products. To
account for this variance, a vendor-specific sampling strategy is used on per-
product basis in two steps. Given a vendor’s all observed products, random
samples (without replacement) are first picked for the vendor’s each product. In
the second step these random samples are merged into a per-vendor estimation
sample, after which the sample split into yi and |xi| observations is computed
according to the zi > 0 and zi ≤ 0 criteria, respectively.

This procedure ensures that estimation is balanced with respect to a vendor’s
varying per-release software life cycle lengths. The size of these per-product ran-
dom samples is defined as the minimum per-product sample size in Table 2. For
instance, 431 random vulnerabilities are sampled for each of the Ubuntu releases,
given the minimum sample size of 431 observed vulnerabilities in Ubuntu 13.04.
Since 431 random vulnerabilities are sampled also for 12.04 LTS, the estimation
is not biased towards the longer age and, consequently, the larger amount of vul-
nerabilities in the long-term support releases. This random sampling procedure
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is repeated 100 times. The statistical results are recomputed in each iteration.
Because the standard deviations are rather small across the iterations, arithmetic
mean is used for summarizing the results.

3.5 Results

The regression analysis can be started from the diagnostic checks. To begin with,
normal approximation is generally reasonable with the f(v) transformation. By
embedding normal Q-Q curves for the residuals from the two hundred regression
models, the normality observation is illustrated in Fig. 6 for openSUSE. Thus,
inference with statistical significance is generally justified. The other diagnostic
checks indicate some problems, however. Only Microsoft passes all of the three
formal tests; the models for openSUSE and Ubuntu indicate heteroskedasticity
in the residual terms, and there appears to be also some (auto)correlation in the
models for Ubuntu. To account for these issues, the results are recomputed with
the Newey-West covariance matrix estimator [10,17] for openSUSE and Ubuntu.
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Fig. 6. Normal Q-Q plots for openSUSE (M1)

The regression results can be packed into the tight summary shown in Table 3.
The panel (a) shows the mean p-values from the Wald-tests for both subsets.
The conclusion is clear for Microsoft: the full model in (4) can be reduced all the
way to M4 in (5). That is, the age assertion does not hold for Microsoft. The
reduction, M1 �→ M3, cannot be done for Ubuntu and openSUSE with respect
to the subsets of positive zi values. As expected, the coefficients are positive for
the f(Ai) term in these subsets, as seen from the second column in the panel (b).
However, the same does not hold in the z ≤ 0 subsets; the reduction to M3 is
applicable to all vendors according to the fourth column in the panel (a). Because
the age assertion was specified in a dual fashion (see Sect. 2), openSUSE and
Ubuntu pass the assertion only partially. It is also worth remarking that the
coefficients for the severity variable attain their expected negative signs; severe
vulnerabilities are processed slightly faster. Finally, the statistical performance is
very limited; only approximately 10 % of the total variance is explained at best.
Taken together, these observations suggest the age assertion cannot be used to
characterize the contemporary operating system population.
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Table 3. Regression results1

(a) Wald-tests (mean p-values) (b) Estimates (means, β2 = 0)

M1 �→ M2 M1 �→ M3 M1 �→ M4
̂β0

̂β1
̂β3

̂β4 R2
a

Subset y x y x y x y y y y y

Microsoft 0.52 0.48 0.49 0.14 0.07 0.58 6.00 -0.06 -1.55 2.47 0.10

openSUSE2 0.30 0.36 0.00 0.24 0.00 0.00 3.00 0.18 -0.76 1.04 0.08

Ubuntu2 0.57 0.08 0.00 0.20 0.10 0.00 3.31 0.17 -0.61 0.25 0.04
1 Colored entries refer to p < 0.05; due to lack of space, values 0.00 denote

p < 0.01.
2 Results are computed with the Newey-West estimator.

4 Discussion

This empirical paper investigated an assertion that the age of software products
can be used to predict the time delays between security advisory releases and
the publication of CVEs. The paper finds no systematic empirical evidence for
such an assertion. Three conclusions can be drawn from the regression analysis
of nearly fifty operating system releases. First, there is no notable statistical
relationship between the age of Microsoft Windows releases and the turnaround
times between Microsoft, Inc. and the institutional setup represented by MITRE,
NVD, and associated parties. Second, only the handling of vulnerabilities that
take the route (b) in Fig. 2 is mildly correlated with the age of openSUSE and
Ubuntu releases, but otherwise the results are mixed. Last, all of the examined
variables – age, severity, and amount of CVE-references – seem to be more or
less irrelevant for predicting the turnaround times. Only about a ten percent of
the total variation is explained by the three variables.

Thus, the observations constitute a negative result with respect to the the-
orized age assertion. By implication, it seems sensible to recommend that no
particular attention is required in release engineering strategies for the concern
that long support periods would systematically lengthen the delays between the
patching and publication VLC states. In this sense the negative result is a pos-
itive result: there is no particular reason for users to fear that patching would
take long for an old operating system release.

Although the results are generally in accordance with previous observations
regarding the severity of vulnerabilities [26], the overall lack of explanatory power
indicates that neither the statistical severity scoring deserves particular mentions
in the strategies. Rather, something else largely explains the variation in the
turnaround times. A plausible technical explanation may relate to the large
amount of code that is shared particularly between successive operating system
releases. That is, patching a vulnerability in a new release may often involve the
same code that is present in an older release, which implies that the turnaround
times should be rather similar for both releases.

Because the results are particularly clear for the observed Microsoft Win-
dows releases, it seems reasonable to end with a remark about the much more
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fundamental assertion placed over the closed and open source continuum [23,24].
Because Microsoft is generally fast at the coordination (and irrespectively of the
three variables examined in this paper), a particularly worthwhile topic for fur-
ther research is to map and examine the potential reasons that may hinder the
efficiency at the open source front. As has been suspected [13], narrow time lines
are explicitly targeted by Microsoft, but it is unclear why large open source
vendors are unable to achieve the same level of efficiency. The reasons for this
divergence are presumably economical and socio-technical rather than technical.
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