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Abstract. Information and Communication Technologies offer new opportuni-

ties to people with disabilities to develop their autonomy and independence in 

their daily life activities. However, more research should be done in order to 

comprehend how technology affects this collective of people. This paper presents 

two experiences where participants with cognitive disabilities and Autism Spec-

trum Disorder used AssisT-Task to perform job related activities and DEDOS to 

perform educational activities. Their performance is improved along the sessions 

using both tools. Combining visual and textual information help students with 

cognitive disabilities and ASD to focus on the contents presented, avoiding usa-

bility and accessibility issues, and therefore improving their learning process 

while they are having fun interacting with new technologies. 
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1 Introduction 

Information and Communication Technologies (ICTs) are becoming very popular 

among people with cognitive disabilities and Autism Spectrum Disorder (ASD) [1, 2]. 

Besides, they are excellent tools to help them in their daily life activities. However, the 

number of research studies related to this topic is still limited [3]. In this sense, Hol-

zinger et al [4] discussed the tolerance of individuals to introduce new devices in their 

lives and discovered that the acceptance. The authors concluded that acceptance is re-

lated to previous exposure to technology. Therefore, popular technologies such as 

smartphones and tablets remain as optimal choices for this kind of studies, since the 

previous or future exposure is guaranteed by the society.  In fact, choosing a device of 

high acceptance level decreases the risk to become an abandoned device through time, 

as studies pointed out [5]. 

Touch devices are making computing more accessible for a wide variety of popula-

tion. The simplicity and benefits of the touch interaction and their portability have low-

ered the barriers for interacting with ICTs [6]. These devices allow users to interact 

through natural gestures and manipulate the content directly, allowing them to express 

themselves in a more physical way, generating better comprehension [7]. This way of 
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interacting help users to focus on the content while they enjoy doing the activities, 

which helps them acquire a deeper knowledge of the topic presented [8, 9].   

Two particular areas of interest related to assistive technologies for cognitive disa-

bilities are job insertion [10] and education [11]. Technologies in general, and mobile 

technologies in particular, seem to fit perfectly in the formation and training process of 

both. Traditionally, the necessary skills to promote the job insertion of these people are 

acquired by repeating the typical tasks several times. During these sessions, educators 

usually provide oral instructions and help but also paper manuals with the list of in-

structions [12]. In some cases, these manuals are enriched with pictograms or diagrams. 

This approach presents some challenges such as difficulties to relocate when they get 

lost or to look for a certain instruction [13]. Moreover, during the learning process care-

givers have to monitor their performance, which is time and human resources consum-

ing. To solve this issue, we chose smartphones as a platform to develop an adapted 

system to support activities of daily living, AssisT-Task, an application that provides 

pervasive assistance thanks to the use of smartphones in combination with QR codes 

Regarding the education area, the use of tablets for people with special needs has 

produced lots of excitement among the education community and their preference for 

touchscreens has long been documented [14]. However, this excitement has brought 

developers to build hundreds of apps to help people with cognitive disabilities, making 

it difficult for teachers to identify the useful ones [16]. Moreover, sometimes teachers 

do not achieve their educational objectives since they are not able to provide suitable 

multimedia content [17], mostly due to the lack of flexibility of the available tools. 

Therefore, we also designed DEDOS-Project, a system to design and play educational 

activities for multiple platforms, such as personal computers, digital whiteboards, tab-

lets and multitouch tabletops.  

This paper is organized as follows: after this introduction, we describe our two ap-

proaches in detail. Then, we present our experiences in the classroom and finish with 

the conclusions extracted from them. 

2 Mobile technologies 

2.1 AssisT-Task 

AssisT-Task is a mobile system that provides adapted and pervasive guidance to do 

sequential tasks. Thanks to the use of smartphones in combination with QR Codes, 

users can receive assistance at any time and place. Moreover, this help is adapted to the 

user, her needs and context. To do that, caregivers have to design the sequence of steps 

that composes the task. Then, all the necessary information to identify the task is coded 

into a visual mark (the QR Code) that should be printed and put near the place where 

the task should be done. This way, users only have to start the application and point 

with their phones to the tag to receive the assistance. 

The guidance is provided by means of sequential instructions supplemented with 

photographs. In order to ease the process, the system can be configured to automatically 

read the instruction aloud. This way, users receive the information by multiple modes 

and channels. Besides, AssisT-Task offers an alarm mechanism to prevent users from 



 

 

being blocked. In case users do not interact with the smartphone for a period (configu-

rable), the system automatically reads aloud the instruction again to warn them and 

recover from the block. Finally, it records a detailed registry so users’ performance can 

be analyzed afterwards. 

Caregivers can create, edit and adapt the sequences for their users. To do that, As-

sisT-Task counts with a PC authoring tool. This software has been developed consid-

ering users’ needs (no necessary technical profiles), so its functioning is very similar to 

standard office software. Fig. 1 shows a screenshot of the interface. It is divided in two 

parts: on the left side, there is a navigation bar including all the available tasks in the 

system. The main frame contains all the steps that composes a task. In this example, the 

sequence corresponds to the “make toasts” task. As can be seen, it is composed of 12 

steps, each one contains a text (the action) and an image. In this case, some of the im-

ages are pictograms while others are actual photographs. Depending on users’ needs 

and preferences, caregivers may decide to include one or another or, even more, to edit 

the images (with any external image editor) to highlight a detail or the most important 

elements of the picture. 

This software also allows caregivers to adapt the sequence to users’ needs by remov-

ing the amount of help provided. They can choose any step or steps from the original 

sequence and remove them for a particular user. This way, the assistance is adapted to 

users’ progress.  

 

Fig. 1. AssisT-Task authoring tool. In the example the “Make toasts” tasks is shown 

Both the interface and the interaction of the client have been developed in collaboration 

with therapists and educators. The main objective was to design a simple interface, easy 

to understand. Therefore, we designed the interfaces shown in Fig. 2. (a) Presents the 

user selection screen. In order to provide a personalized experience, we included it so 

users could look for themselves using the arrows. Thanks to the names and photographs 

displayed, the task is easier, according to experts’ opinion. Once the user is selected, a 

QR capturing screen is displayed. It shows an actual view from the camera. When a QR 

Code is detected, it is captured and decoded automatically. This way, all the available 

information of the task is loaded and the sequence of steps starts. In Fig. 2 (b) a screen-

shot of a step is presented. On the top of the screen there is a title bar. The three dots 

on the right access the configuration options. Right under it, we included the instruction. 



 

 

As can be seen the font is big and clear enough to be easily read. Regarding the text, 

task designers are in charge of making it simple, direct and easy to understand. The 

image is under the text. As can be seen, it takes most of the available space of the screen. 

This way, users may not miss any detail. Finally, at the bottom of the screen there are 

two buttons to navigate through the sequence. They have different colors, colorblind-

proof and with a subtle intention: the next button is green, as a metaphor of positive 

reinforcement. Pressing it means advancing within the whole task, whereas the previous 

button is yellow, meaning a neutral connotation –it is not negative to go back and retry 

if you feel lost but you have not advanced in the process. The arrow symbols printed 

on them gives the meaning of both buttons. Educators explained that users tend to re-

spond well to arrow indications representing directional messages. 

 

Fig. 2. Screenshots of AssisT-Task mobile client. (a) Presents the user selection screen. (b) 

Shows a step interface 

2.2 DEDOS 

The main objective of DEDOS-Project was to provide educators with the suitable tools 

to design and play educational and collaborative activities for any student. It is com-

posed of two different tools: DEDOS-Editor and DEDOS-Player. On the other hand, 

DEDOS-Editor is an authoring tool designed to allow teachers to create educational 

activities in a simple and flexible manner. Our aim was to leverage the design potential 

of the teaching community by empowering it to create, adapt and modify educational 

activities. This process can be done in traditional computers and novel touch devices, 

including collaborative tabletops. Moreover, the application as specifically designed to 

be used by users with little technological expertise and disregarding the device where 

the activities will be performed (DEDOS-Player will adapt the content designed by the 

teacher to the device where the students will solve the activities).  

With this idea in mind, we decided to design DEDOS-Editor as a card-based meta-

phor where each activity is a card-based game. It offers four types of simple activities: 

single and multiple choice, pair-matching, point connection and mathematics, but they 

can be combined to design more complex exercises. 



 

 

The elements used to create the activity are dragged from the toolbar and dropped 

into the edition area. Designers can use all the elements at hand to create the activity 

they want and by reusing concepts, elements and operations to create multiple educative 

activities we favor the users’ learning curve, making them more confident on their mas-

tery and making it easier to learn further concepts. Finally, in order to provide a familiar 

interface to teachers, we based DEDOS-Editor interface on standard office software, 

since most teachers know and use it in regular basis. Fig. 3 shows the user interface of 

DEDOS-Editor. 

 

Fig. 3. User interface of DEDOS-Editor 

Once the educational project is designed, the students can solve it using DEDOS-

Player. As can be seen in Fig. 4, the player runs in multiple devices, such as digital 

blackboards (left) and tablets (right). Before starting the activities, teachers can config-

ure it depending on the educational objectives they want to achieve and the students’ 

needs. In addition, DEDOS-Player allows, a) to configure the number of students that 

will perform the project, b) how the feedback is going to be given, c) if students will 

solve the activities by turns or all at the same time, d) how many students should answer 

the activity, e) if students must answer correctly the activities and, f) if they have to 

give the same answer. 



 

 

 

Fig. 4.  DEDOS-Player example  

3 Experiences in the classroom 

We strongly believe that including mobile technologies in job training and special ed-

ucation will greatly help them to acquire important competences that will improve their 

autonomy. In order to test how technology influences students in the both aforemen-

tioned main areas, we carried out two trials where mobile technologies were used to 

help in the learning processes of job related and educational skills.  

3.1 AssisT-Task 

The AssisT-Task educational experience involved 10 people, aged between 16 and 19 

years old, with cognitive disabilities and ASD. They were students of a labor-training 

program at a special education center. In order to evaluate the impact of mobile tech-

nologies as a catalyst in their formation process, we included a smartphone loaded with 

AssisT-Task as part of the materials of the course. 

In order to develop an interesting and useful activity (in regards to the educational 

process), educators suggested working on the lamination task. As we said before, these 

tasks are usually trained by means of oral instructions or cards with pictograms. Alt-

hough many users are able to follow the instructions, they have to be continuously su-

pervised by the educator, which is time and human resources consuming. Therefore, 

we designed the “lamination” task. It consisted of a set of six instructions supplemented 

with actual photographs of the process. During the experiment, participants only re-

ceived the assistance of the smartphone and indirect supervision from their educator. In 

every session, the educator took notes and registered if the user finished the activity 

correctly or not. 

The study consisted of 90 sessions and took approximately two months and each 

user did the task 9 times. From the records (both the smartphone and educator’s notes) 

we found that all of the participants did the activity correctly during the experiment. 

Therefore, we have a 100% completion rate. This is a very important factor since the 

educational process tries to make them capable to do the tasks and, afterwards, work 



 

 

on it to do it in the less possible time. In this sense, we also measured the completion 

time. In Fig. 5 we have plotted the average time needed to do the task for every session. 

As can be seen, there is a decreasing tendency, which means an improvement in users’ 

efficiency. According to educators, this time could not be reduced much more, since 

lamination machine takes a time to heat up and the lamination process is slow. These 

issues were also reflected on the registries: the steps corresponding to heat up and lam-

inate took longer than the others in general. Moreover, in many cases the alarm sounded 

although users were not blocked. In order to provide a view of users’ progress regarding 

blocking situations, we cleaned up the registries by removing these alarms (false posi-

tives) and plotted the average number of alarms per session in Fig. 6. As can be seen, 

there is also a decreasing tendency, reaching the 0 value at the end of the experiment. 

Regarding session 4, and its larger standard deviation, educators reported that one of 

the users was very nervous and did not pay any attention. Therefore, the alarm triggered 

several times (10 times according to phone’s registries) and provoked this mislead. 

 

Fig. 5. Average time needed per session to do the lamination task 

Finally, regarding the use of the smartphone, they did not present any serious trouble 

and the interaction was fluent. Moreover, it was motivating and made them more will-

ing to participate in the activity. 
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Fig. 6. Average number of alarms per session.  

3.2 DEDOS 

The DEDOS experience involved 15 students (10 boys and 5 girls) from 12 to 20 years 

old with cognitive disabilities. Some of them were also diagnosed with Autism Spec-

trum Disorder (ASD). In addition, more than a half of the participants presented low 

reading skills. The study was carried out in three sessions during three weeks and each 

participant had to perform two educational projects using tablets. Each student com-

pleted both projects at least once a week during three weeks total. The duration of each 

session was not fixed beforehand in order to prevent participants to get nervous. In total, 

each activity took from 7 to 15 minutes. 

The first project was composed of 24 activities about musical instruments. There 

were two types of questions: the name of an instrument or its type. The second educa-

tional project contained by 17 activities and it focused on questions related to Theory 

of Mind (ToM) and daily life activities. We can see an example of the activities de-

signed for both projects in Fig. 7. 

In both projects, all the activities contained visual and textual information. Besides, 

texts were easily readable, so they would not affect student’s performance. The images 

provided were real musical instruments and real pictures in order to improve the trans-

fer of knowledge from the educational activities to the real world. Finally, since some 

users had lower reading skills, we included pictograms in addition to the texts. 
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Fig. 7. Left: Activity about musical instruments / Right: Example Activity about ToM. 

Regarding the sessions of this study, although we observed a general increase in the 

number of correct answers throughout the sessions, some participants’ performance 

dropped severely in the third session, which led us to analyze the data gathered using 

direct observation. During this last session, some students tried to solve the activities 

as quickly as possible since they wanted to perform better than their partners did. This 

fact added up to their low reading skills, resulted in many unwanted mistakes. 

In order to analyze the answers given by the participants, we checked if there were 

any activities (A) that posed problems to them, so we could identify if they gave wrong 

answers in the same activity due to the activity itself or if the mistakes were different 

in each participant. This will help us to understand if there are any topics that were 

troublesome for the students or if there were any flaws in the design of the activities. 

Table 1 and Table 2 show the number of wrong answers given for each activity and 

each session (the maximum number of mistakes per activity and session could be 15 

since there were 15 participants). We found that the activities which caused more prob-

lems to the students where A8, A13 and A18 so we decided to analyze what could be 

wrong. 

 

  A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 

S1 3 0 1 3 1 2 0 9 6 3 3 4 

S2 1 0 1 4 0 1 4 8 2 5 3 7 

S3 0 0 0 2 0 0 2 8 2 3 1 5 

Total 4 0 2 9 1 3 6 25 10 11 7 16 

Table 1. - Wrong answers in musical instruments' project. Part 1 

In activity A8, we asked the name of an instrument called “bandurria”, which is in 

form, very similar to guitars. Since guitar was one of the answers, the participants mis-

took the instrument and most of them chose that answer, failing the activity. In A13 we 

asked for the type of instrument of the piano and as commonly happen when not having 

too much knowledge about musical instruments, most of the students chose the percus-

sion option instead of string. The participants made the same mistake in A18, where 

they were asked again about the type of instrument the piano is. When asked again 

about this instrument in A24, they the right answer. The rest of errors where distributed 

among all the participants and they were only due to each participant knowledge of this 



 

 

topic, since as one chose the right answer in the first session, the chose it wrongly in 

the second session, and the other way around. This happened because they sometimes 

got distracted or they wanted to finish the project as fast as possible, not paying enough 

attention to the questions asked. 

  
A13 A14 A15 A16 A17 A18 A19 A20 A21 A22 A23 A24 

S1 7 1 4 2 1 5 1 3 2 5 3 2 

S2 8 5 6 4 1 6 1 3 1 5 5 0 

S3 5 5 1 0 2 6 1 3 1 4 1 0 

Total 20 11 11 6 4 17 3 9 4 14 9 2 

Table 2. - Wrong answers in the musical instruments' project. Part 2 

We also wanted to check if students had any problems with a specific activity of the 

second project. The data gathered is shown in Table 3. As expected, since the students 

performed well when working with this project, we could not find any specific activity 

that was difficult for them. However, we would like to note that the participants could 

not distinguish well between the pictograms that represent being scared and being sur-

prised, which in some cases made them to finally choose the wrong answer (A2, A12). 

In addition, most of the students guessed the correct answer by discarding those answers 

that they knew for sure they were wrong. For instance, and using the example of Fig. 

7, they guessed the correct answer because they knew that the face was not expressing 

neither happiness nor sadness. 

 

Table 3. - Wrong answers in emotion and daily life activities' project 

4 Conclusions 

From both of the studies, we can conclude that participants increased their performance 

as the sessions progressed. Combining visual and textual information help students with 

cognitive disabilities and ASD to focus on the contents presented, avoiding usability 

and accessibility issues, and therefore improving their learning process while they are 

having fun interacting with new technologies. 

From the results of both experiences, we can conclude that the use of technology 

could have a positive influence in students when performing learning activities. More-

over, the use of technology motivates them and, combined with traditional methods and 

other learning sources, tutors, teachers and students can achieve better and more easily 

 
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 

S1 1 1 0 2 0 0 0 0 0 0 0 1 0 0 0 0 0 

S2 1 1 1 1 0 0 1 0 0 0 0 0 0 0 1 0 0 

S3 1 2 0 0 0 0 0 0 0 1 2 3 0 0 2 0 0 

Total 3 4 1 3 0 0 1 0 0 1 2 4 0 0 3 0 0 



 

 

their objectives. The portability and accessibility provided by smartphones and tablets 

make them interesting tools to be used in learning environments for students with spe-

cial needs. By promoting smooth and direct interaction with tactile devices, we facili-

tate the students to engage with the activities they have to solve, reducing their frustra-

tion and increasing their willingness to interact with a certain application or device.  

 

Acknowledgments: This work has been funded in part by the Spanish Economy and 

Competitiveness Ministry under project “e-Integra: e-Training y e-Coaching para la 

integración socio-laboral” (TIN2013-44586-R) and by the Region of Madrid under pro-

ject “eMadrid – Investigación y Desarrollo de tecnologías para el e-learning en la Co-

munidad de Madrid (S2013/ICE-2715). Thanks to the participants who were involved 

in the experiences presented in this paper. 

 

References 

1. N. M. Gell, D. E. Rosenberg, G. Demiris, A. Z. LaCroix, and K. V. Patel, “Patterns of tech-

nology use among older adults with and without disabilities,” The Gerontologist, p. gnt166, 

2013. 

2. E. LoPresti, C. Bodine, and C. Lewis, “Assistive technology for cognition [understanding 

the needs of persons with disabilities],” Engineering in Medicine and Biology Magazine, 

IEEE, vol. 27, no. 2, pp. 29–39, 2008. 

3. M. Dawe. “Understanding mobile phone requirements for young adults with cognitive dis-

abilities”. Proceedings of the ACM Conference on Human Factors in Computing Systems 

(CHI’07), ACM, Abril 30 - May 03, 2007, pp. 179–186, doi: 10.1145/1296843.1296874 

4. A. Holzinger, G. Searle, and M. Wernbacher, “The effect of previous exposure to technology 

on acceptance and its importance in usability and accessibility engineering,” Universal Ac-

cess in the Information Society, vol. 10, no. 3, pp. 245–260, 2011 

5. Y.-J. Chang, L.-D. Chou, F. T.-Y. Wang, and S.-F. Chen, “A kinectbased vocational task 

prompting system for individuals with cognitive impairments,” Personal and ubiquitous 

computing, vol. 17, no. 2, pp. 351–358, 2013. 

6. J. P. Hourcade, S. R., Williams, E. A. Miller, K. E. Huebner, & L. J.  Liang (2013, April). 

Evaluation of tablet apps to encourage social interaction in children with autism spectrum 

disorders. In Proceedings of the SIGCHI Conference on Human Factors in Computing Sys-

tems (pp. 3197-3206). ACM. 

7. P. Cantón, Á.L. González, G. Mariscal, and C. Ruiz. “Applying new interaction paradigms 

to the education of children with special educational needs”. Computers Helping People with 

Special Needs, LNCS vol. 7382, pp. 65-72, Springer Berlin Heidelberg, 2012, doi: 

10.1007/978-3-642-31522-0_10. 

8. K.M. Inkpen, W. Ho-Ching, O. Kuederle, S.D. Scott, and  G.B. Shoemaker. “This is fun! 

we’re all best friends and we’re all playing: supporting children’s synchronous collabora-

tion”. Proceedings of the 1999 Conference on Computer Support For Collaborative Learning 

(CSCL’99), C.M. Hoadley, and J. Roschelle (Eds.). International Society of the Learning 

Sciences, Article 31, 1999. 

9. D. Roldán-Álvarez, A. Márquez-Fernández, S. Rosado-Martín, E. Martín, P.A. Haya & M. 

García-Herranz (2014, July). Benefits of Combining Multitouch Tabletops and Turn-Based 

Collaborative Learning Activities for People with Cognitive Disabilities and People with 

ASD. In Advanced Learning Technologies (ICALT), 2014 IEEE 14th International Confer-

ence on (pp. 566-570). IEEE. 



 

 

10. J. Taylor and R. M. Hodapp, “Doing nothing: Adults with disabilities with no daily activities 

and their siblings,” American journal on intellectual and developmental disabilities, vol. 

117, no. 1, pp. 67–79, 2012. 

11. J., Radford, P. Bosanquet, R. Webster, & P. Blatchford. (2015). Scaffolding learning for 

independence: Clarifying teacher and teaching assistant roles for children with special edu-

cational needs. Learning and Instruction, 36, 1-10. 

12. W. Robinson, A. Syed, A. Akhlaghi, and T. Deng, “Pattern discovery of user interface se-

quencing by rehabilitation clients with cognitive impairments,” in 2012 45th Hawaii Inter-

national Conference on System Sciences. IEEE, 2012, pp. 3001–3010. 

13. J. Lazar, L. Kumin, and J. Feng, “Understanding the computer skills of adult expert users 

with down syndrome: an exploratory study,” in The proceedings of the 13th international 

ACM SIGACCESS conference on Computers and accessibility, ser. ASSETS ’11, 2011, 

pp.51–58. 

14. J. Gómez, X. Alamán, G. Montoro, J.C. Torrado & A. Plaza. (2014). AmICog–mobile tech-

nologies to assist people with cognitive disabilities in the work place. ADCAIJ: Advances 

in Distributed Computing and Artificial Intelligence Journal, 2(7), 9-17. 

15. H. Sampath, B. Indurkhya, and J. Sivaswany. (2012). Communication System on Smart 

Phones and Tablet for Non-verbal Children with Autism. Lecture Notes in Computer Sci-

ence, 7383, 323-330. 

16. F. Abinali, M.S. Goodwin, and S. Intile. (2009). Recognizing stereotypical motor move-

ments in the laboratory and classroom: a case study with children on the autism spectrum. 

In Proceedings of the 11th international conference on Ubiquitous computing (Ubicomp '09). 

ACM, New York, NY, USA, 71-80. 

17. J. Lloyd, K. Moni, and A. Jobling, A. “Breaking the hype cycle: Using the computer effec-

tively with learners with intellectual disabilities”. Down Syndrome Research and Practice, 

vol 9(3), pp. 68-74, 2006. 


	plantilla_roldan
	mobile_roldan_duxu_2016

