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Mathematical reasoning may be regarded
rather schematically as the exercise of a

combination of two facilities, which we may
call intuition and ingenuity.

Alan Turing'

! The purpose of ordinal logics (from Systems of Logic Based on Ordinals), Proceedings of the
London Mathematical Society, series 2, vol. 45, no. 1, 161-228, 1939.



Foreword

Based on more than fifteen years of teaching, this book provides an exceptionally
useful addition to the introductory literature on Models of Computation. It covers
a wealth of material on imperative, functional, concurrent and probabilistic compu-
tation, their models and reasoning techniques. It does so in a carefully pedagogic
way, honed over the years with the help of the students at Pisa. Supplemented with
educative examples, explanations and problems (accompanied by solutions) and
including a coverage of the techniques of probabilistic and quantitative computation,
it provides the student with a rich background and solid foundation for future study
and research.

If quality of teaching is to be judged from the quality of students, then teaching
in Pisa scores very highly indeed. Over several generations brilliant students from
Pisa have made their mark in Computer Science in Europe and the US. All those I
know have come under the influence of Ugo Montanari and more recently that of his
colleague Roberto Bruni. The broader access this book gives to their expertise and
teaching is very welcome.

On a personal note it is a pleasure to acknowledge the friendly collaboration that
Ugo Montanari has helped foster over many years, from the first time I visited Pisa
for the Pisa Summer School in 1978 — my PhD thesis was born on the grassy area by
the Cathedral and Leaning Tower — through to Ugo leading an EU project in which
I participated. On the possible start of the UK’s withdrawal from the EU I look back
with nostalgia to those days of openness and cooperation, now fallen victim to the
selfish interference of politicians. This book in its unifying treatment of a criss-cross
of work carried out in Europe and the US is a testimony to the power of collaboration
in research and education.

Cambridge Glynn Winskel
July 2016
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Preface

The origins of this book have their roots in more than 15 years of teaching a course
on formal semantics to Computer Science graduate students in Pisa, originally called
Fondamenti dell’ Informatica: Semantica (Foundations of Computer Science: Seman-
tics) and covering models for imperative, functional and concurrent programming.
It later evolved into Tecniche di Specifica e Dimostrazione (Techniques for Specifi-
cations and Proofs) and finally into the currently running Models of Computation,
where additional material on probabilistic models is included.

The objective of this book, as well as of the above courses, is to present different
models of computation and their basic programming paradigms, together with their
mathematical descriptions, both concrete and abstract. Each model is accompanied by
some relevant formal techniques for reasoning on it and for proving some properties.

To this aim, we follow a rigorous approach to the definition of the syntax, the
typing discipline and the semantics of the paradigms we present, i.e., the way in
which well-formed programs are written, ill-typed programs are discarded and the
meaning of well-typed programs is unambiguously defined, respectively. In doing
so, we focus on basic proof techniques and do not address more advanced topics in
detail, for which classical references to the literature are given instead.

After the introductory material (Part I), where we fix some notation and present
some basic concepts such as term signatures, proof systems with axioms and inference
rules, Horn clauses, unification and goal-driven derivations, the book is divided into
four main parts (Parts II-V), according to the different styles of the models we
consider:

IMP: imperative models, where we apply various incarnations of well-founded
induction and introduce A-notation and concepts like structural recursion,
program equivalence, compositionality, completeness and correctness,
and also complete partial orders, continuous functions, and fixpoint the-
ory;

HOFL:  higher-order functional models, where we study the role of type systems,
the main concepts from domain theory and the distinction between lazy
and eager evaluation;

ix



X Preface

CCS, m:  concurrent, nondeterministic and interactive models, where, starting from
operational semantics based on labelled transition systems, we introduce
the notions of bisimulation equivalences and observational congruences,
and overview some approaches to name mobility, and temporal and modal
logic system specifications;

PEPA: probabilistic/stochastic models, where we exploit the theory of Markov
chains and of probabilistic reactive and generative systems to address
quantitative analysis of, possibly concurrent, systems.

Each of the above models can be studied separately from the others, but previous
parts introduce a body of notions and techniques that are also applied and extended
in later parts.

Parts I and II cover the essential, classic topics of a course on formal semantics.

Part III introduces some basic material on process algebraic models and temporal
and modal logic for the specification and verification of concurrent and mobile
systems. CCS is presented in good detail, while the theory of temporal and modal
logic, as well as the m-calculus, are just overviewed. The material in Part ITI can be
used in conjunction with other textbooks, e.g., on model checking or the 7-calculus,
in the context of a more advanced course on the formal modelling of distributed
systems.

Part I'V outlines the modelling of probabilistic and stochastic systems and their
quantitative analysis with tools like PEPA. It provides the basis for a more advanced
course on quantitative analysis of sequential and interleaving systems.

The diagram that highlights the main dependencies is represented below:

Imperative Functional
P Chapter 3 Chapter 7
Chapter 4 structural Chapter 8
recursion 4
Chapter 5 Chapter 9
i

Chapter 6 Chapter 10
<>

CPO and

fixpoint

Concurrent Probabilistic
Chapter 11 LTS and Chapter 14
i ‘.‘ bisimulation AN P

Chapter 12 HM logic apler 15

induction
and

X

The diagram contains a rectangular box for each chapter/part and a round-cornered
box for each subject: a line with a filled-circle end joins a subject to the chapter
where it is introduced, while a line with an arrow end links a subject to a chapter or
part where it is used. In short:
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Induction and recursion:

CPO and fixpoint:

Lambda notation:

LTS and bisimulation:

HM-logic:

xi

various principles of induction and the concept of struc-
tural recursion are introduced in Chapter 4 and used
extensively in all subsequent chapters.

the notions of complete partial order and fixpoint compu-
tation are first presented in Chapter 5. They provide the
basis for defining the denotational semantics of IMP and
HOFL. In the case of HOFL, a general theory of product
and functional domains is also introduced (Chapter 8).
The notion of fixpoint is also used to define a particular
form of equivalence for concurrent and probabilistic sys-
tems, called bisimilarity, and to define the semantics of
modal logic formulas.

A-notation is a useful syntax for managing anonymous
functions. It is introduced in Chapter 6 and used exten-
sively in Part III.

Labelled transition systems are introduced in Chapter 11
to define the operational semantics of CCS in terms of the
interactions performed. They are then extended to deal
with name mobility in Chapter 13 and with probabilities
in Part V. A bisimulation is a relation over the states of an
LTS that is closed under the execution of transitions. The
above mentioned bisimilarity is the coarsest bisimulation
relation. Various forms of bisimulation are studied in
Parts IV and V.

Hennessy-Milner logic is the logic counterpart of bisimi-
larity: two states are bisimilar if and only if they satisfy
the same set of HM-logic formulas. In the context of
probabilistic systems, the approach is extended to Larsen-
Skou logic in Chapter 15.

Each chapter of the book concludes with a list of exercises that span over the main
techniques introduced in that chapter. Solutions to selected exercises are collected at

the end of the book.

Pisa,
February 2016

Roberto Bruni
Ugo Montanari
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