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Abstract. In this work, we introduce a more appropriate (or alterna-
tive) approach to evaluate the performance and the generalization capa-
bilities of a framework for automatic anuran call recognition. We show
that, by using the common k-folds Cross-Validation (k-CV) procedure
to evaluate the expected error in a syllable-based recognition system the
recognition accuracy is overestimated. To overcome this problem, and to
provide a fair evaluation, we propose a new CV procedure in which the
specimen information is considered during the split step of the k-CV.
Therefore, we performed a k-CV by specimens (or individuals) showing
that the accuracy of the system decrease considerably. By introducing
the specimen information, we are able to answer a more fundamental
question: Given a set of syllables that belongs to a specific group of in-
dividuals, can we recognize new specimens of the same species? In this
article, we go deeper into the reviews and the experimental evaluations
to answer this question.

Keywords: Automatic anuran call recognition, Cross-Validation, Bioa-
coustics, One-against-All, One-against-One.

1 Introduction

Nowadays Wireless Acoustic Sensor Networks (WASNs) are used in several en-
vironmental applications including bioacoustic monitoring programs [1]. These
networks are composed by small sensor nodes that can: collect, process and
transmit the audio data and correlated environment variables. In this context,
the problem of automatic bioacoustic monitoring can be addressed by embed-
ding a Machine Learning (ML) classification technique into the sensor nodes [2,
3]. Thus, by combining ML and WASNs, we can identify different animal calls
without human intervention. However, the low cost of the sensor nodes imposes
restrictions on the hardware and software, and consequently, affects the classifi-
cation techniques.

Among all the species commonly used in bioacoustic monitoring programs
anuran (frogs and toads) are natural indicators of the environmental health [4].
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Fig. 1: A framework for automatic frog’s calls recognition.

Thus, tracking the variations of frog populations can help to identify ecolog-
ical problems in early stages [5]. Moreover, with WASNs, we can develop an
autonomous system to support researchers in long-term ecological studies.

The general framework for recognizing frog species, based on their calls,
is shown in Figure 1(a). This system consists of three main blocks. The first
block performs an acoustics signal segmentation that recognize the start and end
time where a minor vocalization unit occur, named syllable (see Figure 1(b))
[6, 7]. The second block maps each syllable into a set of Low Level acoustic
Descriptors (LLDs or feature vector). The last block, is a ML algorithm that
makes a pattern matching between the unknown input feature vector and a
feature set representing all the species included into the dataset (see Table 3).

In the related literature, presented in Section 3, we found works concerned
with the segmentation and pre-processing steps [7], also works mainly concerned
with feature analysis and selection [6, 8–10] and, finally, works comparing dif-
ferent ML algorithms for classification [11, 12]. These are examples on how this
framework can be flexible. However, most of these systems are based on syllable
recognition approaches that use Cross-Validation (k -CV) to evaluate the classi-
fication performance and the generalization capabilities of the system. In these
cases, the k-CV procedure splits the dataset in two subsets: one for training and
another for testing, ignoring if all the samples chosen (or syllables in this case)
belong to the same individual (or specimen). This becomes a problem when syl-
lables of one particular specimen are at the same time in these two subsets. When
it happens, we noticed that the accuracy of the classifier increases being over es-
timated. Our new evaluation and validation proposal incorporates the specimen
information as additional label and considers this new information during the
k-CV split procedure to avoid mixing syllables from the same individual in the
training and testing sets at the same time.

To the best of our knowledge, this is the first work proposing a CV strategy
dividing the testing and training sets by specimens. We believe that specimen-
based cross validation is the best way to test the generalization capabilities of
recognition models, without falling in a bias problem and overestimate the final
accuracy.
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Fig. 2: MFCCs steps. Here, FFT stands for Fast Fourier Transform and DCT for
Discrete Cosine Transform.

2 Fundamentals

Bioacoustics classification systems are traditionally composed of three main steps
with different purposes (see Figure 1(a)). Formally, the input bioacoustic signal
X = {x1, x2, · · · , xN} is a time series of length N , in which its values represent
the acoustics pressure levels (or amplitude). A syllable xk = {xt, xt+1, · · · , xt+n}
is a subset of n consecutively signal values. Thus, the pre-processing step seg-
ments the signal X by identifying the beginning and the endpoints of xk.

After the syllable extraction we need to represent each xk by a set fea-
tures, commonly called Low Level Descriptors (LLDs). The most frequent LLDs
are the Mel-Frequency Spectral Coefficients (MFCCs). The MFCCs perform a
spectral analysis based on a triangular filter-bank logarithmically spaced in the
frequency domain (Figure 2) [2, 3, 12]. The feature extraction using the MFCCs
allows to represent any syllable by a set of coefficients (MFCC(xk) → ck), i.e.:
X → {(c1, yi), (c2, yi), . . . , (ck, yi)}, where each ck = [c1, c2, . . . , cl] is a feature
vector with l coefficients (Figure 1(b)), and yi is the species name (or label).
The representation of xk through ck is more robust, compact, and simpler for
recognizing, compared to raw data.

Finally, the challenge is how to assign the species name to a new syllable by
using the MFCC values. This is a supervised classification task and is performed
by the last step of the system. For this purpose several ML algorithms could be
applied to create and train a model f(·) with capabilities to predict new incoming
samples, i.e., given an unknown c estimates the most probable label by evaluating
f(c) → yi, where S = {s1, s2, . . . , si} is the set of species names. To test how
well the model performs and, estimate the expected error, a common choice
is the use of stratified k -CV. However, there are few related problems to the
classical k -CV in this type of application (see Section 4). This is the main concern
of this work and, therefore, we propose a different Cross-Validation procedure,
especially adapted for this task. We present our proposal in the Section 5.

3 Related Work

Amphibians are directly affected by environmental changes [4, 5]. This observa-
tion has motivated many researchers to develop Automatic Calls Recognition
(ACR) systems to monitor anuran populations. Thus, the general idea consists
of treating the problem of species recognition as an audio classification task.



Table 1: Summary of few related works. The # stands for the number of different
frog species, ML for Machine Learning Algorithm, Acc for the accuracy, and
GMM for Gaussian Mixture Models.
Author # ML Acc Author # ML Acc
Colonna et. al. [12] 9 kNN, SVM 97% Dayou et. al. [14] 9 kNN 90%
Huang et. al. [6] 5 kNN, SVM 100% Han et. al. [8] 9 kNN 100%
Jaafar et. al. [15] 28 kNN, SVM 98% Vaca-Castaño et. al. [16] 20 kNN 91%
Xie et. al. [17] 4 GMM 90%∗ Yuan et. al. [18] 8 kNN 98%
∗ identify the F-score measure.

In this context, there are three possible approaches: (1) classify the entire au-
dio recorded without segmentation; (2) use a fixed size segmentation by frames;
or (3) classify by syllables [6, 7, 12, 13]. However, the last approach is widely
adopted among related works, because signal segments between syllables do not
carry useful information about the acoustic frequencies of the species. Therefore,
the syllable-based approach achieves better results.

Several comparative studies about ACR can be found in the literature. Ta-
ble 1 summarizes the related works. Note that commonly these methods achieves
high accuracy rates, even with very different features and ML methods. In this
paper, we investigate why this happens. One insight about this is the way in
which k -CV is applied to this task. However, in the majority of the related
works the description of the CV procedure adopted is not always explicit, this
fact makes the reproduction of the results, and the critical analysis, difficult.

Briggs et. al. [19] had used 5-CV to evaluate their method although they
express concern about this, pointing that it may be a problem: “(. . . ) We expect
that prediction accuracy would decrease in an experiment where the classifier
is applied to individuals that do not appear in the training set (. . . )”. Other
example can be found in Dong et. al. [20]: “(. . . ) The selection of recordings was
made so as to ensure that no two queries within one call class came from the
same site on the same day. This was to minimize the probability that calls of
the same individual appeared in more than one recording (. . . )”. Therefore, the
community is concerned about the problem caused when syllables of the same
specimen are present in the testing and training sets at the same time. However,
there is no consensus on how to evaluate the gains over the recognition rate and
which is better suited to this context.

4 Problem Description

This section describes the major problem related with the performance valida-
tion of the bioacoustic classification approaches used to recognize anuran calls.
We called this “the generalization problem”, exemplifying the problem as follow.
The Figure 1(b) represents an audio signal (or a call) with three syllables of one
specimen from the species Adenomera hylaedactyla. Visually these syllables ap-
pear slightly different, but in the frequency domain their differences are not very
noticeable. Table 2 shows 10-MFCC values extracted from these three syllables.



The last row summarize the mean and the standard deviation (Std) of each col-
umn. The low Std indicates that these syllables are very similar. For instance,
assuming that we choose a kNN classifier with the Euclidean distance separating
the first syllable for testing and the two remaining syllables for training. After
running the classifier the dissimilarity score is 0.0545 between the first and sec-
ond syllables, and 0.0546 between the first and third syllables. This situation is
likely to result in a high recognition rate. Technically, this situation may not be
considered as overfitting, but as bias. This illustrative example helps understand
why some related works achieve almost 100% of accuracy.

Table 2: MFCCs example.
MFCCs

syllable1 0.00 0.14 0.42 0.69 0.81 0.90 0.93 0.97 1.00 0.91
syllable2 0.00 0.13 0.42 0.72 0.84 0.93 0.94 0.96 1.00 0.92
syllable3 0.00 0.14 0.44 0.72 0.83 0.91 0.92 0.95 1.00 0.92
Mean
±Std

0.00
±0.000

0.14
±0.005

0.42
±0.010

0.71
±0.018

0.83
±0.017

0.91
±0.014

0.93
±0.012

0.96
±0.008

1.00
±0.000

0.92
±0.003

Learning the parameters of the classification function and testing it on syl-
lables arising from the same specimen is a methodological misconception. The
model would have a perfect score repeating the labels of the samples, but could
fail to predict syllables from new specimens. To avoid it, and to increase the
generalization capabilities of the system, a common practice when performing a
ML experiment is to adopt Cross-Validation. Thus, part of the available exam-
ples are separated for testing and other part for training, but in this context, we
must avoid generating a random split containing syllables of the same specimen
into two subsets. So the classical k-CV procedure is not suitable to this applica-
tion context. Now we can define our research question as: Given a classification’s
model f(·), trained on a subset of j specimens from the ith species, is possible
to recognize a new specimen of the same species? Thereby, we want to know how
well the trained model generalizes the concept learned for unknown specimens.

We also describe a secondary problem related with the accuracy measure
when the dataset is unbalanced. Diverse species of anuran have different sylla-
ble’s rate (amount of syllables per unit time) in their calls. This is a particular
vocalization characteristic of each anuran species and an unequal number of
samples could be retrieved from each one [7]. Thus, a classification model that
always estimate the most numerous species would have a high accuracy even
losing all syllables from the less numerous classes. To overcome this matter we
suggest to use the macro-accuracy instead of the traditional micro-accuracy. It
means, the final accuracy value is calculated as the average accuracy of each
species individually [7, 21].

5 Proposed Methodology

Cross-Validation (CV) is used to estimate the expected error in a real situation.
With k-CV the original dataset is split into k disjoint folds, and for each one



the conditional error (ek) is estimated training the model f(·) with k-1 folds.
Thus, this procedure is repeated k times and the expected generalized error can
be obtained as the mean of ek. As mentioned earlier, we might hope that k-CV
estimates the real error, but when the information of the specimen is omitted
we fall in a situation in which the split could leave syllables from one specimen
in the testing and training sets.

To address this problem, we propose to consider the specimen information
during the k-CV splitting, leaving all the syllables that belongs to the same
specimen (or individual) together, avoiding mixing them in the testing and train-
ing sets. Then, we propose a Leave-one-Out CV (LOOCV) by individuals (or
records) for measuring the performance of the classification algorithms, i.e., being
k equal to number of different specimens. Therefore, the individuals are sepa-
rated into two groups, one for testing and the others for training. These steps
are repeated until every individual (or record) has been used as test set. In each
k step, the predictions for every syllable are saved. After LOOCV is completed,
Micro- and Macro-accuracy are calculated using the confusion matrix.

Because we are dealing with a supervised problem, and we want to consider
this new information during the LOOCV evaluation, now each syllable must be
associated with two labels: one for the specimen (sj) and one for the species
(yi). Therefore, an example of dataset could be:

c1 = [c1, c2, . . . , cl], s1, y1
c2 = [c1, c2, . . . , cl], s1, y1
c3 = [c1, c2, . . . , cl], s2, y1

...
...

...
ck = [c1, c2, . . . , cl], sj , yi

in which i is the species ID and j is the specimen ID. In this example, the first
two syllables belong to the same specimen and the same species.

This way of splitting shows two main particularities. First, at least two spec-
imens of each species are needed. Second, the number of examples in each fold
could be not balanced. On the other hand, we assume that the generalization
error will be more realistic, because we are training with one specimen to predict
a different one.

Apply this procedure to solve a multiclass problem could be more complex
when increasing the number of specimens, but these can be simplified by creating
and combining a pool of binary problems. For this purpose there are two well
know strategies: One-against-All (1AA) and One-against-One (1A1 or Round
Robin) [22]. These approaches are also useful to adapt a binary classifier to a
multiclass task. The Figure 3 exemplifies these concept.

The 1AA procedure begins by separating all the syllables of the first speci-
men in testing set and grouping the remaining syllables of the same species in
training set for the target class (“+1”). The syllables of all remaining species,
that not belongs to the target species, are grouped in the negative class (“-1”).
Then, the model f(·) is trained and applied to estimate the labels of the testing
group. In the second round, this procedure is repeated but separating all the
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Fig. 3: Decomposition and simplification of the problem. New classification func-
tions over three rounds of 1AA and 1A1. After that, the majority vote is applied.

syllables of the second specimen for testing. The validation is repeated until all
specimens in the dataset are evaluated. It is analogous to perform a Leave-one-
Out CV using specimens instead off syllables. With the 1AA and the classical
k-CV setting the number of rounds are equal to r = i×k, but after incorporating
the specimen information the amount of rounds become r = i×j. However, with
this decomposition the complexity of trained model f(·) is smaller than in the
multiclass configuration (Figure 3(a)).

The second procedure we propose, called 1A1, breaks the original problem in
smaller problems than 1AA. The label estimation proceeds similar to the Leave-
one-Out by specimen, but with the main difference that the negative class is
breaking down into several small groups, considering one group for each species
(Figure 3(b)). After that, the result of each sub-problem is combined by using
the majority voting rule. Typically, with 1A1 and k-CV the number of rounds

increases with the rule i·(i−1)
2 × k, but, in our case, this rule becomes i·(i−1)

2 × j.
This decomposition reduces the complexity of each sub-problems, compared to
the multiclass approach.

6 Experiment Setting and Results

The dataset used in our experiments is summarized in Table 3. It has 10 dif-
ferent species, 55 specimens and 5799 syllables. These samples were collected
in situ under real noise conditions. Some species are from the Federal Univer-
sity of Amazonas, Brazil∗, other from Mata Atlântica, Brazil∗∗, and the last
from Córdoba, Argentina+. These recordings were stored in wav format with
44.1 kHz of sampling frequency and 32 bit, which allows us to analyze signals up
to 22.05 kHz. From each extracted syllable, 24 MFCCs were calculated by using
44 triangular filters. For the segmentation task we based our approach on the
work of Colonna et. al. [7], but using only the energy of the signal3. Finally,
the frame size was 0.0464 s with 66% of overlap to obtain a good energy-time
resolution.

We compared the results showed in the Tables 4 and 5 by using four classifiers:
kNN; Quadratic Discriminant Analysis (QDA); Decision Tree; and Support Vec-
tor Machine (SVM) using RBF and polynomial kernels with degrees p = {1, 2, 3}.

3 The segmentation code is available at http://goo.gl/vjVQ2c.



Table 3: Species Dataset. The s and the k stands for the amount of specimens
and syllables respectively.

Species s k Species s k
Adenomera hylaedactyla∗∗ 11 3039 Adenomera andreae∗ 8 471
Leptodactylus fuscus∗ 4 222 Ameerega trivittata∗∗ 5 493
Hyla minuta∗∗ 11 227 Hypsiboas cinerascens∗ 2 361
Hypsiboas cordobae+ 4 703 Osteocephalus oophagus∗ 3 96
Scinax ruber∗∗ 4 77 Rhinella granulosa∗ 3 110

Table 4: Comparison result using 1AA decomposition.
kNN kNN kNN Tree QDA SVM SVM SVM SVM

Species k = 1 k = 3 k = 5 RBF p = 1 p = 2 p = 3

Adenomera andreae 33.46 32.66 34.67 30.64 86.69 72.58 59.27 74.79 72.98
Ameerega trivittata 89.88 89.33 88.23 42.83 88.60 67.46 57.90 64.52 70.77
Adenomera hylaedactyla 98.68 99.37 99.50 94.29 98.29 99.77 99.77 99.73 99.60
Hyla minuta 61.57 53.71 53.27 34.49 52.40 55.02 25.32 55.02 65.06
Hypsiboas cinerascens 96.39 98.06 96.95 71.74 90.02 93.35 90.02 96.67 97.50
Hypsiboas cordobae 100.00 100.00 100.00 98.29 95.86 98.29 96.43 97.86 98.57
Leptodactylus fuscus 63.96 59.90 49.09 9.00 0.45 9.45 0.45 70.27 57.20
Osteocephalus oophagus 42.70 34.37 32.29 17.70 11.45 0.00 0.00 0.00 9.37
Rhinella granulosa 39.84 32.81 30.46 9.37 0.78 28.12 12.50 37.50 45.31
Scinax ruber 0.00 0.00 0.00 3.94 0.00 0.00 0.00 3.94 1.31

Micro-accuracy 86.21 85.80 85.36 73.52 85.38 84.34 80.09 86.93 87.61
Macro-accuracy 62.65 60.02 58.45 41.23 52.45 52.40 44.16 60.03 61.77
Precision 0.62 0.60 0.59 0.53 0.65 0.66 0.63 0.72 0.70
Recall 0.63 0.60 0.58 0.41 0.52 0.52 0.44 0.60 0.62

For each configuration we calculated the micro- and macro-accuracy. The base-
lines results for comparison are: 52.40% in the case of micro-accuracy and 10%
in the case of macro-accuracy, i.e. the baseline value for a classifier, which always
chooses the most numerous species is the micro and for a classifier, which ran-
domly chooses one species is the macro. In the Macro-accuracy rows we applied
the t-Test to compare the means obtained against the best value in the row.
Therefore, the boldface values could be considered a tie with confidence level
p = 0.05. In the last row of each table, we have the standard deviation values of
each column.

Among these results, we note that Scinax ruber was the most difficult species.
However, Adenomera hylaedactyla and Hypsiboas cordobae appear to be easier to
classify. The configuration using polynomial SVM with p = 3 and 1A1 is the
better option. In general, comparing the standard deviation of the methods we
can conclude that 1A1 decrease the variance showing a more uniform accuracy
among all the species tested. In the last table of results (6) we compare the macro-
accuracy gains of 1A1 against 1AA. This values are presented in percentage.
The gains obtained by the Tree classifier and by the linear SVM show that these
methods take advantages from the 1A1 decomposition.



Table 5: Comparison result using 1A1 decomposition.
kNN kNN kNN Tree QDA SVM SVM SVM SVM

Species k = 1 k = 3 k = 5 RBF p = 1 p = 2 p = 3

Adenomera andreae 33.46 32.05 31.45 26.00 26.61 31.85 28.42 28.62 30.24
Ameerega trivittata 89.88 89.70 88.97 70.40 99.26 92.83 91.36 78.86 63.78
Adenomera hylaedactyla 98.68 99.37 99.50 98.19 98.49 99.86 99.96 99.77 99.34
Hyla minuta 61.57 53.71 53.27 58.07 84.27 61.57 62.44 66.81 68.99
Hypsiboas cinerascens 96.39 98.06 97.22 88.36 88.64 97.22 96.95 96.12 94.18
Hypsiboas cordobae 100.00 100.00 100.00 95.58 95.72 99.85 99.00 99.71 100.00
Leptodactylus fuscus 63.96 59.90 50.90 45.49 1.351 59.00 36.93 67.56 62.16
Osteocephalus oophagus 42.70 36.45 34.37 20.83 15.62 6.25 1.04 14.58 36.45
Rhinella granulosa 39.84 33.59 33.59 17.96 1.56 31.25 28.12 32.81 46.87
Scinax ruber 0.00 0.00 0.00 0.00 0.00 9.21 18.42 23.68 32.89

Micro-accuracy 86.21 85.83 85.34 80.85 82.66 86.14 84.82 85.32 84.43
Macro-accuracy 62.65 60.28 58.93 52.09 51.15 58.89 56.26 60.85 63.49
Precision 0.62 0.61 0.60 0.57 0.53 0.67 0.63 0.68 0.70
Recall 0.63 0.60 0.59 0.52 0.51 0.59 0.56 0.60 0.63

Table 6: Gains of 1A1 over 1AA.
kNN kNN kNN Tree QDA SVM SVM SVM SVM
k = 1 k = 3 k = 5 RBF p = 1 p = 2 p = 3

Gains 0.00 +0.26 +0.48 +10.86 -1.30 +6.49 +12.10 +0.82 +1.72

For comparison purpose we have tested two additional configuration apply-
ing the traditional k-CV with ten folds and LOOCV by syllables, i.e., without
taking care about individuals information, with kNN (k = 3 and k = 1). In the
first case, the Micro- and Macro-accuracy were 99.45% and 99.14%, and in the
second case, were 99.66% and 99.53% respectively. These results are equivalent
to the approaches described by several authors [6, 8, 12, 14–16, 18], but using our
own dataset. Comparing these against the results obtained using our k-CV by
individuals, showed in last lines of the tables 4 and 5, we realize that when the
specimen information is not considered, the accuracy is overestimated due the
problem described in Section 4.

7 Discussion and Conclusion

In this work we introduced a different k-CV procedure to evaluate a bioacoustic
recognition framework. The main contribution is the incorporation of the spec-
imens information (or individuals) as an additional label and consider it when
performs the k-CV. This extra label helps to split the dataset without mixing up
syllables from the same specimen into the testing and training groups avoiding
an overestimate of the accuracy. Thus, the results are more representative of a
real situation, in which different specimens would be found in the rainforest. In
addition, we showed a problem simplification using 1A1 and 1AA approaches.

Comparing the related works against our results we notice a considerably
difference from similar configurations, showing that not separate the testing by



specimens causes a high bias of the accuracy, and consequently, the model has
less generalization capabilities. Moreover, the difference between the macro- and
micro-accuracy exposes the problem of working with unbalanced datasets as
commonly happens in these type works. Inspecting several confusion matrix of
our experiments we also note that the information about others individuals was
not enough to recognize new ones in some cases, as the Scinax ruber. This may
be caused by: (1) the features were insufficient to extract the shared information
between specimens of the same species; or (2) the discriminatory power of the
MFCCs was very detailed capturing fine-grained differences of the frequencies.
Anyway, others LLDs should be investigated and evaluated with our method-
ology. Finally, we recommend to the authors of future works give more details
about the adopted evaluation procedures and the generalization capabilities of
the proposed approaches.
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