N

N
N

HAL

open science

Narrative Ethics of Personalisation Technologies

Wessel Reijers, Bert Gordijn, Declan O’sullivan

» To cite this version:

Wessel Reijers, Bert Gordijn, Declan O’sullivan. Narrative Ethics of Personalisation Technologies.
12th IFIP International Conference on Human Choice and Computers (HCC), Sep 2016, Salford,

United Kingdom. pp.130-140, 10.1007/978-3-319-44805-3__11 . hal-01449428

HAL Id: hal-01449428
https://inria.hal.science/hal-01449428
Submitted on 30 Jan 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-01449428
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Narrative Ethics of Personalisation Technologies

Wessel Reijers Bert Gordijii, and Declan O’Sullivan®

IADAPT Centre, School of Computing, Dublin City University, Dublin, Irelan

wreljers@adaptcentre.ie
?nstitute of Ethics, Dublin City University, Dublin, Ireland

bert.gordijn@dcu.ie
SADAPT Centre, School of Computer Science and Statistics, Trinity Collegbribub-
lin, Ireland
declan.osullivan@cs.tcd.ie

Abstract. Personalisation of digital content is becoming one of the majos focu
areas of contemporary research in human-computer interaction. Intesa®gtio
tween humans and computer systems such as information retrieval @mpgrati
digital learning and self-monitoring aftailored’ to the needs of the humas-u
er. In this paper, we aino increase our philosophical understanding of perso
alisation andf its ethical implications. We utilise a framework of ethics of na
rative technologies that is based on the narrative theory of Paul Ricoed
plicate how personalisation processes shape the person andriuegbech-
tions. We argue that personalisation processes can actively certfigunam-
tive understanding of a person they interact withy which they can implicitly
change or renforce a person’s normative worldview. Also, personalisation
processes can abstract from the world of action by means of mefilivhich
can have significant risks with regards to the consistenaypefson’s chara-
ter.
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1 I ntroduction

Computational prosges become increasingly “close” to us: they interact with our
bodies, movements and emotions and occupy a central place in oundssilyii line
with this development, “the person” has been brought to the centre of the research on
design of computer systems. In the contempocanyext of “Big Data” systems [1]
and an increasinginformation overload” on the web [2], it has become progressively
important to get the right information in the right way to the right peeddhe right
moment in time [3]. In marketing studies, this hasteduestions such as how “to
tailor electronic commerce interactions between a business and each eldoushu
tomer” [4]. In computer science, it has led to improvements of metfmdSuser
profiling”, “behaviour preference” and “personalised search engines and recommen-
dation systems” [5]. Basically, research in personalisation aimsadjusting digital
content to the needs, preferences, desires and whims of the persotirnigtevila it.

The process of personalisation invariably integrates underlyingnasismns
about what a person is andnore importantly- about what we can understand as the
right information for the right person. It is an automated procésategorisation,
and therefore of inclusion and exclusion of both digital content artdigital per®-
nae” or profiles from the information we acce$s a resultpersonalisation processes
can influence what type of information we retrieve from our deangine, what
kinds of products are recommended to us when browsing onlidewhat kind of
feedback we receive about our daily activities. Also, personalisaticzegses are
used by intelligence agencies to identify suspicious individualsbgnghsurance
companies to establigheople’s personal credit ratings. Accordingly, these insrea
ingly ubiquitous computational processes that directly influence many aspeutts of
everyday lives can have significant ethical implications. For instance, de \iessar
that ethical concerns arise from cases of implicit discrimination based dhngrof
[6]. Moreover, Bohn et al. argue that the practice of matching digital persitima w
profiles that present a public security concern has ethical implications because it can
lead to mass-surveillance practices [7]. In a different vein, Schubert arguebleh
use of personalised technologies that nudge their users in certain direatolead
to a reduction of personal autonomy and agency [8]

Most of these ethical analyses of personalisation processes seemstdfocu
rectly on thé effects, without explicating how we can actually understand tbe pr
cess of personalisation. In this paper, in conti@staim to contribute to the existing
ethical reflections by engaging in a discussion of how personalisationspescea-
diate “the person”: showing that the person is often wrongfully understood as a col-
lection of static attributes and offering an alternative understanding, in wech
person and the technology are co-shaped, or rather configured, thinbeigiction
with personalisation processes. We argue - to use the terms of Veitbe¢lkn order
to understand the ethical implications of personalisation proces&sesed to unde
stand what kind of “I-technologyworld” relationship they constitute [9], that we
should make explicit how they interact with a human and how the hisnaars-
formed in this process. However, we also aim to overcome sowbéems that the-
ries of technologicatfmediatior such as Verbeek’s confront us with in understdn



ing personalisation processes. As an alternative approach, we fres@ework of
narrative technologiesvhich is based on Paul Ricoeur’s major work on narrativity
Time and Narrative [10]. With this framework, we can better underdtandhuma

understanding of our technological world changes through interaafithn textual
technologies such as computer systevids.will first investigate the concept of pe
sonhood in the context of personalisation technologies. Second, weregilinp the
framework of narrative technologighat is based on Ricoeur’s narrative theory.

Third, we will apply this framework in order to identify and untkend the ethical
implications of personalisation technologies.

2 Personalisation Technologies as Adaptive Mirrors of
Per sonhood

The process of personalisation is applied to a wide range of different tegilesolo
but it generally revolvesround notions of “adapting”, “fitting” or “tailoring” digital
content to the human being(s) interacting with it. A central term in palisation
research is said tbe the “adaptability” of a system [11]. Adaptive systems include
three basic models itheir design: a “user model” that is a structured model for the
collection and categorisation of personal data belonging to a ‘tsenpplication
model”, which is a description of relevant features of the applicasiahan “interac-
tion model” that is meant to structure the organisation of interactions between a user
and a system [11Asif and Krogstie argue that multiple personalisation approaches
exist that can be based 6machine-learning algorithms, agent technology andaubi
uitous and contextware computing”. They identify a “basic level” of personalisa-
tion, at which a user selects a certain configuration of a computing device or iaterfac
which subsequently remains the same [12]. This basic level cortsspdth the
conventional, instrumental view of a personalisation technology: ofithgan user
adively configuring its settings. Then there iSsacond level”, at which the config-
ration of a system isased on a “profile” of the user, and a “third level” at which both
the profile of the user and his or her “context” (mostly comprised of meta-data such
aslocation, time of the activity, type of activity) are used as the faisthe configu-
ration of the system. Bouzeghoub and Kostadinov make a distinctioadretwofiles
and queries: a profile being a “user model” “defined by a set of attributes” and a ge-
ry being an “on-demand user need” [13]. Roosendaal offers an additional, distinction,
namely one between “digital personae”, which are representations of known individu-
als in the real world and “digital profiles” which are sets of characteristics about pe-
sons that can be used as inputs for algorithmic decision making [14]

A clear example of personalisation based on a digital persona and profiles is
an automated passport check at an airport. [®8en someone’s passport chip is
scanned, the retrieved data is compared with a data entry containing the mlocume
number belonging to the respective person, accompanied by her picametric
information and information about country of origin, age, and rsoBased on an
algorithmic assessment of this personal data, the person can eithehrpagé tor
will be held and interrogated by the border police. In this processjgital ggersona



can be compared with and transformed into a digital profile, for instantieking it
with a certain profileontaining passport features that are deemed “suspicious”, or by
usingit to add to the digital profile of people originating from the same couvthat
all processes of personalisation such as the automated passport cortriol dum-
mon is that they use interactions with humans to gain knowledgat &vem and
create a representation that changes the behaviour of a system in ditdedtpt to
or be tailored to this representation. The purpose of many instanpessohalisation
research is to make sure that the behavioural changes of the systewinagie the
expectations, wishes and/or needs of the human interacting with its Tikenaila-
ing suggest that the userthe human agent is seen as a given, as a static point to
which the personalisation processes need to adjust. Just like a tailor ddjusites
and shapes of a piece of clothing to the human body that remainsitbdmarather,
that is defined by fixed measurements), personalisation processepposed tdoe
tailored to users who are presumed to remain the same. Accordinghyneeds or
preferences are supposed to be fixed. For instance, it might beeasthahthe user
of a weather application has the fixed need of knowing what the weaithbethe
next day in her city and on request a personalisation process will limataeof her
location and weather forecasts to provide for the desired information.

However, scholars in the area of philosophy of technology haveedaihat
such an instrumental approach does not adequately capture hamshand techrto
ogies interrelate. Thde explains that “technologies transform our experience of the
world and our perceptions and interpretations of our world, and werinbecome
transformed in this process” [16]. Accordingly, we argue, personalisation processes
could be seen asnirroring” processes in a similar sense as Hegel and Lacan gave to
them, rather than as mere adjustments of computational outcomes static user
needs [17]. By looking into the mirror, the perception of thed®hges because the
subject suddenly becomes aware of herself as an object asheeingages in agr
cess of self-reflection.Dennett argues that the consequent idea of “self-
consciousness” — or the ability of the self to reflect on the selfs one of the nece
sary conditions for personhood [18]Jowever, the “mirror” that we engage with in
the sense of personalisation processes differs from the static idggas§anirror for
it actively adjusts to the user interacting with it. Here, we juxtapose tiezption of
a static persoffsubjected to a set of rules in whose making he or she had no part”
[19], which supports conventional views of personalisation, wittediated congqe
tion of the person as changing during interaction with personalisation teglaso
This confronts us with the question: if interaction between a hamdrma personalis
tion technologyresults in a constant “mediation” [9, 16] of the “I-technologyworld”
relationship, and consequently in a mediation of the personhood of afukertet-
nology, how can we make sense of this process? To answeu#gton, we turn to
the work of Paul Ricoeur.



3 A Framework of Narrative Personalisation Technologies

Current theories of technological mediation have certain drawbacks innéiogpu
for the kinds of mediations (the kinds of human-technology reldtipeisonalisation
processes constitute. First of all, after theedted “empirical turn” [20], theories of
technological mediation have been drawn away from analysing the lincasgigcts
of technologies, as they were present in classical analyses of technology (Eeidegg
Ellul), because they became preoccupied wéthnologies’ material dimensions [21]
This disregards the highly linguistic, or textual character of mdiriieomediations
that personalisation technologies bring about. This problem not onlysretatine
linguistic nature of software in general but also, and perhaps moretamibp, to the
linguistic nature of the information with which the user engages (seesaltts, nug-
es for information input, etc.). Secondly, these theories often display Is imdivid-
ualised approach (focusing on the “I”” in technological mediation) and therefore can
lessadequately account for the mediation of what van den Eede designates as “being-
with-eachether” relations [22], in the context of personalisatiofs Kitwood argues,
personhood needs to be understood as requiring a “living relationship with at least
one other” person [19]. We cannotalk about an “I-technologyworld” relation when
the technological mediation of a “person” essentially revolves around a “we-
technology-world relation. For instance, consider a personalisation process that tells
an intelligence agency something about a designated category of intivibuthis
case, a mediation of an inter-subjective relation is at play - betweenstdéuntion and
a socially constructed group of peaple

Mark Coeckelbergh and the first author of this paper have startetbding
a “theory of narrative technologies” that tries to account for the abovementioned in-
adequacies of current theories of technological mediation [23T8iH was done by
taking the work of Ricoeur as a valuable starting point for thinkingut technoldg
cal mediation, as David Kaplan already suggested [25]. The suggestion fRethat
model of mediation of human experience by means of a text, as explicaiid-by
oeur, can be used as a model for explicating the mediation of humeneexg by
technologies. In his seminal work Time and Narrative, Ricoeur develops a thabry
draws from the writings of Augustine and Aristotle to provide acstiral account of
how narrative understanding, throutfte engagement with texts, mediates human
experience [10]. He aims ground what happens once a human interacts with a text,
by conceptualising it as a process consisting of three distinct mentiee prefigured
time at the initiation of the interaction, the configured time duringritexaction and
the refigured time after the interaction has taken place, at which the wahd text
merges with the world of the reader. Ricoeur argues that texts mediatarcative
understanding, which is always a public understanding [26}tlzar@fore deals with
inter-subjective relations. We argue that the process of configuratioxplasted by
Ricoeur, offers a adequate model for understanding mediation of information and
communication technologies (ICTs), especially in the case of personalisationltech
ogies.

Even though a theory of narrative technologies might be less suitable-for u
derstanding the individual, material co-shaping of humans and technologiesassu



is at stake with wearing classes or a prosthesis, we argue it can mechdaquately
account for text-like technological mediations that revolve around inter-subjective
relations, which are at stake in this paper. BaseRioseur’s theory, we established
two dimensions of technological mediation that characterise the prafoessfigua-

tion: the dimensions of activity and of abstraction [23]. Activiffiere to the extent to
which technologies actively configure human narrative understandhig.can be
explained by drawing an analogy betwéesading” of personalisation processes by a
user andhe “reading” of data by a computer. Notably, we do not want to argue that
interpreting of information by a human is in any way the exact saowess as $y-

bolic manipulation by a computational system (see e.g. Searle, 1980 [27Br,Regh
want to draw the attention to the simultaneity of the activities we ysdaflignate
separately as reading and writing. Whenever a computer reads out datéisimi:
taneously data are written, which implies that the processes of readingritind
interrelate. Similarly, whenever a person “reads” the output of a personalisation pro-

cess, her narrative understanding is “re-written”, which means that her experience of

the world changes. At the same timegitactions with personalisation processes “re-
write” those processes, which leads us to the claim that the technological mediation of
personalisation processes can be characterised as a process of active configuratio
Arguably then, the three levels of personalisation identified by Agif Karogstie
signify an increase with regards to this dimension [12]. Tiksns that the more
personalisation technologies are able to interact with the context of a user (location
time, personal network), the more that they actively engage incegs of changing
her narrative understanding, and consequently in configuring Xparience of the
world. To illustrate this difference: a modern technology such as awsgeomight

be personalised, in the sense that a user can configure its settingdinactm her
personal preferences, but such a basic, non-contextual level of narratiggiiion

is still fairly passive. In contrast, the earlier mentioned automatic passpark can

be regarded as an active personalisation technology for its configuratingesha
according to its interaction with a human and simultaneously the hunderstad-

ing of the technology is configured (as a result of displayed informatidmudges to
engage in certain actions)

The second dimension of abstraction can be understood in line with
Heidegger’s notion of modern technologies transforming aspects of the human life
world into “gestell”, or standing reserve [28]. The collection and processing ©f pe
sonal data transforms aspects of our personhood (e.g. ager,gecclipation) into
standing reserve, the raw material of the personalisation process. Abstractic-
oeur’s work, is the result of narrative structures in a text that enable it to configure so-
called “second- and thirderder entities”, or higher-order entities [10], which are ient
ties that abstract from the world of human action. For instance, alttsmmébody
engaging with his phone to buy and sell derivatives on the stodemara first order
entity directly engageth the world of action, the “derivatives” and “stock market”
she engages with are abstracted from the worlds of action they mediatds,Eh
derivative trade configures“distance” between its interaction with a user (the person
initiating the trade) and the effects it has on the world of action, ichwar instance
people are forced to sell their house because the derivatives drop irf28jlu€he



closer mediated interactions with ICTs stay to the world of action, as fangesin a
game in which the characters and the plot are configured in a meaningaitlvear
whole for the player who “actS” in it, the less abstraction a narrative configuration
brings about. In that sense, the construction of a “digital persona” as described by
Roosendaal leaves the user relativdbge to the world of action though the “profil-
ing” of a user [14], in which types of persons defined by measurable variablekdn
certain responses of a system absthéitom the world of action. For instance, the
automated adjustment of credit ratings based on certain profiles (containieg fo
ample gender, ethnicity and occupation), is an example of personalgeattibn for

it detaches the generated process from the world of action of a particular. perso

4  TheNarrative Ethics of Personalisation Technologies

By using the framework of narrative technologies, we have establisbetiaims:
(i) that personalisation processes actively configure our narrative taruhirngy -
progressively so the more they interact with the context of a user thanthey—
depending on the design of the technolegfii) are capable of abstracting from the
world of action. As such, we contend, personalisation technologies afg $ilgilar
to the paradigm of the text as discussed by Ricoeur (reference): theyyatexteal
technologies. This means that, just as a reader’s experience of the world might change
by engaging with a piece of literature or by watching a stage plgxperience of
the world might change by interacting with digital personalisation processes.aS
process of personalisation is perhaps best described by Needham, wé® theju
personalisation in a context of the design of puldieises “can best be characterised
as a ‘story-line’” [30]. In other words, personalisation processes configure tha-narr
tive structures, or “stories” in an abstract sense, that underlie what Dennett described
as one of the necessary conditions for personhood.

This view firmly opposes the idea that personalisation processes in some
way get tailored to static user needs. Rather, theyrn configure these “needs”:
these needs change according to the changes in the narrative undersibadiag
son. The idea of the person that underlies this argument ties in wiithetige of the
‘narrative seff as put forward by scholars such as Mcintyre and Taylor, whaearg
for the “narrative character of human life” [31] andthat we “grasp our lives in a nar-
rative” [32]. According to this idea of personhood, a person’s character is shaped
according to the narrative struotsKthe “stories”) that configure her narrative unde
standing through interaction with her life world, which in ¢iare is highly techo-
logical. According to Kamtekar, we can understand the notion of chara&tés
more-or-less consistent, mom@-less integrated, set of motivations, including the
person’s desires, beliefs about the world, and ultimate goals and values” [33]. When
engaging in an ethical analysis of such a notiotoafiguration of a person’s charac-
ter, we are not merely focussing on evaluating the direct consequenaetionsor
the design of rule-based patterns of behaviour that can be eitheorighdng. The
focus on configuration of person’s character instead of consequences (which would
lead us to consequentialism) or rule-based systems (which would leadi@snio-



logical ethics), leads us to consider virtue ethics - which takes character asah cen
notion - as an adequate basis for evaluating personalisation procedsedrane-
work of narrative technologies. Indeed, as van Hooft shows R3dpeur’s herme-
neutics is strongly related to the tradition of virtue ethics and addsntanitportart
ways. In virtue ethics, the notiasf a “virtuous” character, or virtuous person, de-
pends on the consistency of motivations and on the extent to whichatesen-
conflictual. Thus, in order to evaluate the configuration of the parsough perso-
alisation processes, we should inquire how the narrative structures cedfigyr
these processes influengeerson’s motivations: the extent to which those arenco
figured in a consistent and non-conflictual manner. Notably, we are theerefbonly
interested in the ethical impacts of a personalisation process on theutssdsolon
other people affected by it, such as care-givers in the case of assistiv@dgiesnor
on insurance agents in the case of personalised credit ratings.

First, we consider the ethical implications of active configuration. This cha
acteristic of personalisation processes implies that they are very poweltulfdo
either re-enforcing the world-view of the user or for refiggrit. A strong example of
this is what Introna and Nissenbaum designate as “the political effects” of search
engines as they exclude certain political sources and include,dtiseison a user’s
profile [35]. A democratic voter in the United States might therefore beardatl
with search results that exclusively link to media that favour the viéwsedeno-
cratic Party; based on her “personal needs” and re-enforcing her narrative understan
ing. However, this process applies also to the more ordinary, eveagtigities of
users of personalisation technologiesr ihstance, wearable personalisation te¢hno
ogies such as assistive technology devices constantly monitor the locatibadilyd
state of a person who is in need of care and interact with ttgsrper with hercare-
givers [36]. Similarwearable devices can also be used to interpret a user’s behaviour
and bodily processes according to profiles“pfoductive” and “non-productive”
workers, and can nudge a user to engage in daily exercise in otdemtore proder
tive at work. Such technologies are less explicitly political, but can have ameven
pervasive influence on the “character” of the human interacting with them, for certain
values like d‘work ethic” and a preferred “life style” can be embedded in the person-
alisation process We argue that these effects show that we should considenperso
alisation processes as comparable to the conventional human processe$ imavhic
dia are produced: as automated journalists and writers who constanfitgntous
with information that configures our narrative understanding. Therefoe ethics of
personalisation processes should mirror an ethics of the public sphereyiimgphe
means for a user to engage in a deliberative process with the techantbggsuring
a pluralist character of information that can be accessed through the teghralo
instance, this could imply that the underlying values of nugltgchnologies such as
wearable devices on the work floor should be made explicit and subjecteatttm-
cratic process of deliberation between the workers. As such, design ofidges
configured by devices could change according to the agreed-uppaosputhat is
assigned to the technology by the workers.

Second, we consider the dimension of abstraction from the worldioh.ac
This implies that a usar narrative understanding engages with “second- and third-



level” — or higher order - entities as conceptualised by Ricoeur that abstmacthieo
world of action they mediate (reference). This process reflects what €oexh
designates as the “distancing” effect of technologies; the capacity of technologies to
constitute (moral) distances between humans who engage with themearsdlity
they mediate [29]. We argue that abstraction by means of personalisatimologies
carries with it the risk that a person’s motivations are made inconsistent and brought
into conflict with one-anotir. Kitwood discusses this risk in the context of cara-el
tions, arguing that the normalisation that is implied in many personaligatiocrsses
(for instance, “profiling” a patient to fit care services to needs of her patient type),
goes fundamentally against the idea of being a person [19]. Personalisatia-
gues, ought to account for the uniqueness of the person. Asurid®] also argues:
narrative structures help to understand the particular, the situated, rathdrethem t
eral, the universalThe risk for inconsistent or conflicting motivations especially: pe
sists when personalisation processes are used to confer indirect, tgitatiylore-
diated judgement on a person based on information generated Bingrdfor in-
stance, an insurance em@y might reject a person’s request for an insurance contract,
based on a digital profile that itself is a higher-order entity. Inconsigtean arise
because even though the insurance agent might be motivated to proytk widio
the best insurance contracts, his judgement can be misguided footitiased inte
action in the world of action but on an abstract representdtiofgr instance incld-
ing variable like a person’s music taste or ethnicity. This process simultaneously
mediates the world of the user who tries to obtain her insurance contratgcigions
based on the digital profile she is related with can influence herssefdmancial
freedom, status or self-respect. As such, even abstract personalisatiessps can
function as thearlier mentioned adaptive “mirror” that changes the self-perception of
the persons interacting with them.

5 Concluding Remarks

In this paper, we discuss the narrative ethics of personalisatiorspesdhat increa
ingly influence our daily livesAdding to existing ethical analyses, we base oursnve
tigation on an understanding of technolagji@ediation of the “person”. To do so, &
depart from established theories of technological mediation and utilised avivekne
of narrative technologies that is priged by Ricoeur’s work. We first argue that pe
sonalisation processes are powerful tools for re-enforcing oigewimly the narrative
understanding of the people interacting with them. This makes ititertechnolog
cal agents that can influence people’s political or even everyday worldviews. Seden
ly, we argue that personalisation processes configure narrative stsutiar@bstract
from the world of action. This carries with it the risk that theyfigome inconsistae-
cies and conflicting motivations with for the virtuous character of theopsriite-
ading with them.

Our analysis contributes in different ways to existing debatéiseoethics of
personalisation technologies. First, we provide a philosophical understanding of pe
sonalisation that goes against instrumetitalidea of “tailoring” digital contents to



the static needs of a user and instead shows Hwrson” also changes in the pro-
cess of interaction. Second, we link the structured understanding hofotegical
mediation that we dgaed from Ricoeur’s narrative theory to ethical theories of per-
son’s character, which enablesis to provide a normative account of “personalisa-
tion”. Third, our analysis goes beyond explicating ethical implications for only the
users of personalisation processes. For instance, not only the péisss interaction
with personalisation processes results in a credit rating is affected, btiiea[serson
consequently utilising this rating.

An initial step in dealing with the ethical implications of our analygould
be to include considerations of narrativity in the design process ofnpdissdion
processes. This approach is currently gaining momentum, beingeceterras the
“narrative approach to personalisation” [37]. Especially in game-oriented designs of
digital educationenvironments, designers focus on the “personalisation and adapt
tion of Storybased Digital Educational Games” [38]. For instance, by using techino
ogies based on these design principles, a user can “co-author” the narrative structures
she engages with. These design practices could deal with the issues of absfoactio
users would be drawn nearer to the world of action. Eventualbypader ethical
program would be needed to ground the effects of personalisatiorokegies that
will become increasingly pervasive in our lives. One of the key issuebeanilh ds-
cuss the impact of these technologies on the mediation of our public sphereeho
want them to configure our public deliberations in the political and culteads.

Acknowledgements: The ADAPT Centre for Digital Content Technology is dun
ed under the SFI Research Centres Programme (Grant 13/RC/2106) atfidnidecb
under the European Regional Development Fund.
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