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Abstract. The assignment and execution of tasks over the Internet isean
pensive solution in contrast with supercomputers. We clansn Internet-based
Master-Worker task computing approach, such as SETI@hamaster process
sends tasks, across the Internet, to worker processorkeYd@xecute, and report
back a result. Unfortunately, the disadvantage of this @ggh is the unreliable
nature of the worker processes. Through different studieskers have been cat-
egorized as either malicious (always report an incorrestltg altruistic (always
report a correct result), or rational (report whatever ltasiaximizes their ben-
efit). We develop a reputation-based mechanism that gegsitivat, eventually,
the master will always be receiving the correct task re¥ut.model the behav-
ior of the rational workers through reinforcement learniagd we present three
different reputation types to choose, for each computatiosund, the most rep-
utable from a pool of workers. As workers are not always at#d, we enhance
our reputation scheme to select the most responsive wolklergrove sufficient
conditions for eventual correctness under the differgmtaion types. Our anal-
ysis is complemented by simulations exploring various ades. Our simulation
results expose interesting trade-offs among the differmitation types, workers
availability, and cost.

Keywords: Volunteer computing, reinforcement learning, reputatiwarker reliabil-
ity, task computing.

1 Introduction

Internet-based computing has emerged as an inexpengveatlve for scientific high-
performance computations. The most popular form of Intebased computing is vol-
unteer computing, where computing resources are volugdeey the public to help
solve (mainly) scientific problems. BOINCI[4] is a populaatbbrm where volunteer
computing projects run, such as SETI@home [20]. Profitisge&omputation plat-
forms, such as Amazon’s Mechanical Turk [3], have also bexpopular. One of the
main challenges for further exploiting the promise of suldtfprms is the untrustwor-
thiness of the participating entities [4,5]16, 18].

In this work we focus on Internet-based master-worker taskputing, where a
master process sends tasks, across the Internet, to wadersses to compute and
return the result. Workers, however, might report incarresults. Following([2, 11],
we consider three types of worker. MaliciBusorkers that always report an incorrect

5 We call these workers malicious for consistency with presititerature on Volunteer Com-
puting [4]. This must not be confused with Byzantine malissuaned in classical distributed
computing.
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result, altruistic workers that always report a correcuitegnd rational workers that
report a result driven by their self-interest. In additiarworker (regardless of its type)
might be unavailable (e.g., be disconnected, be busy penfigrother tasks, etc). Our
main contribution is a computing system where the mastentaedly obtains always

the correct task result despite the above shortcomingsn@ghanism is novel in two
fronts: () it leverages the possibility of changing workers over tirg&en that the

number of workers willing to participate is larger than thember of workers needed,
and (i) it is resilient to some workers being unavailable from timéime.

Worker unreliability in master-worker computing has beemlged from both a clas-
sical Distributing Computing approach and a Game Theooeigc The first treats work-
ers as malicious or altruistic. Tasks are redundantly atledt to different workers, and
voting protocols that tolerate malicious workers have tagsigned (e.g.. [13,19,21]).
The Game Theoretic approach views the workers as ratibhidB[22], who follow
the strategy that would maximize their benefit. In the la#igproach, incentive-based
mechanisms have been developed (e.gl[[14, 27]) that indadeers to act correctly.

Other works (e.g.,[9,11]) have considered the co-exigtarfcall three types of
worker. In [9], a “one-shot” interaction between master amdkers was implemented.
In that work, the master assigns tasks to workers withoutgukhowledge of past in-
teractions (e.g., on the behavior of the workers).[1n [11jpechanism was designed
taking advantage of the repeated interaction (rounds)@fihaster with the workers.
The mechanism employs reinforcement learning [25] bothtHermaster and for the
workers. In each round, the master assigns a task to the sdmofvegorkers (which are
assumed to be always available). The master may audit (witieg) the responses of
the workers and a reward-punishment scheme is employecerdégy on the answers,
the master adjusts its probability of auditing. Rationatkens cheat (i.e., respond with
an incorrect result to avoid the cost of computing) with sgmebability, which over
the rounds increases or decreases depending on the irecestived (reward or pun-
ishment). Rational workers have an aspiration level [8]ohtdetermines whether a re-
ceived payoff was satisfactory or not. To cope with malisisworkers (whose behavior
is not affected by the above mentioned learning scheme)watpn scheme [17] was
additionally employed. The main objective is to “quicklygach a round in the com-
putation after which the master always receives the cotastt result, with minimal
auditing.

Unlike assumed in[11] (and most previous literature), iagtice workers are not
always available. For instance, Heien et al.|[16] have fotlmad in BOINC [4] only
around 5% of the workers are available more than 80% of the,tand that half of
the workers are available less than 40% of the time. In thikywwe extend the work
in [11] to cope with worker unavailability.

A feature that has not been leveragedlinl [11] and previou&svisrthe scale of
Internet-based master-worker task computing systemsXamnple, in BOINC[|7] ac-
tive workers are around a few hundred thousand. In such & Eygtem, replicating
the task and sending it to all workers is neither feasible practical. On the other
hand, randomly selecting a small number of workers to seadabk does not guaran-
tee correctness with minimum auditing. For instance, a®rsa pool of workers where
the malicious outnumber those needed for the computatiban Tthere is a positive



probability that only malicious workers are selected arerttaster would have to au-
dit always to obtain the correct result. All previous worlssame the existence of a
fixed/predefined set of workers that the master always ctmthcthis work we con-
sider the existence of a pool af workers out of which the master chooses< N.

Our contributions.

— We present a mechanism (in Sectidn 3) where the master chtlosenost rep-
utable workers for each round of computation, allowing thstem to eventually
converge to a state where the correct result will be alwayaioéd, with minimal
auditing. Our mechanism does not require workers to beablailall the time. To
cope with the unavailability of the workers, we introducegponsiveness reputa-
tion that conveys the percentage of task assignments to whiclwdheer replies
with an answer. The responsiveness reputation is combiiteévuthfulness rep-
utationthat conveys the reliability of the worker. We enrich ourdsteonsidering
three types of truthfulness reputation. NamelypiBc reputation (inspired in the
“adaptive replication” of BOINC), EPONENTIAL reputation (that we presented
in [11]), and LINEAR reputation (inspired on the work of Sonnek et al.|[24]).

— We also show formally (in Sectidni 4) negative and positiwails regarding the fea-
sibility of achieving correctness in the long run in the atrseof rational workers.
Specifically, we show configurations (worker types, avdlitybetc.) of the pool
of workers such that correctness cannot be achieved uhlesaaster always au-
dits, and the existence of configurations such that evdgtt@irectness is achieved
forever with minimal auditing.

— We evaluate experimentally (in Sectioh 5) our mechanisrh wittensive simula-
tions under various conditions. Our simulations compleintlea analysis taking
into account scenarios where rational workers exist. Tfierént reputation types
are compared showing trade-offs between reliability ared.co

2 Model

Master-Worker Framework. We consider a master and a pool (set) of workkfs
where|N| = N. The computation is broken intoundsr = 1,2, .... In each round

r, the master selects a 9ét” of n < N workers, and sends them a task. The workers
in W™ are supposed to compute the task and return the result, uhotalo so (e.g.,
unavailable computing other task). The master, after mgitor a fixed time, proceeds
with the received replies. Based on those replies, the mamstst decide which answer
to take as the correct result for this round. The master eys@aeputation mechanism
put in place to choose the most reputable workers in every round. We assume that
tasks have a unique solution; although such limitation ceduhe scope of application
of the presented mechanism [26], there are plenty of cortipntawhere the correct
solution is unique: e.g., any mathematical function.

Worker unavailability. In Internet-based master-worker computations, and esibeci
in volunteering computing, workers are not always avaddblparticipate in a compu-
tation [16] (e.g., they are off-line for a particular periofitime). We assume that each
worker’s availability is stochastic and independent ofestivorkers. Formally, we let
d; > 0 be the probability that the master receives the reply frorrkex within time ¢
(provided that the worker was chosen by the master to ppatieiin the computation for



the given round, i.e.,i € W). In other words, this is the probability that the worker
is available to compute the task assigned.

Worker types. We consider three types of workerational, altruistic,andmalicious
Rational workers are selfish in a game-theoretic sense aidaim is to maximize
their utility (benefit). In the context of this paper, a workehonestin a round, when

it truthfully computes and returns the correct result, dratheatsvhen it returns some
incorrect value. Altruistic and malicious workers have edafined behavior: to always
be honest and cheat respectively. Instead, a rational wddaides to be honest or cheat
depending on which strategy maximizes its utility. We dermtp; () the probability

of a rational workef cheating in round, provided that € W". The worker adjusts this
probability over the course of the multiround computatiging a reinforcement learn-
ing approach. The master is not aware of each worker typtharesdf the distribution
over types. That is, our mechanism does not rely on any titafisnformation.

While workers make their decision individually and with nmocdination, follow-
ing [13/21], we assume that all the workers that cheat in adaaturn the same incor-
rect value. This yields a worst case scenario for the mastebtain the correct result
using a voting mechanism. This assumption subsumes modeseveheaters do not
necessarily return the same answer, and it can be seen a& éoneaf collusion.

Auditing, Payoffs, Rewards and Aspiration. When necessary, the master emplays
diting andreward/punistschemes to induce the rational workers to be honest. In each
round, the master may decide to audit the response of theengmréit a cost. In this
work, auditing means that the master computes the task éW, imd checks which
workers have been honest. We denotephyr) the probability of the master auditing
the responses of the workers in roundrhe master can change this auditing probabil-
ity over the course of the computation, but restricted to mimiim valuep’y™ > 0.
When the master audits, it can accurately reward and purdskens. When the master
does not audit, it rewards only those in the weighted majdsite below) of the replies
received and punishes no one.

We consider three worker payoff parameters:i{&: worker’s punishment for
being caught cheating, (B C7: worker’s cost for computing a task, and (8)By:
worker’s benefit (typically payment) from the master’s resvas in [€], we also as-
sume that a worker has armaspirationa;, which is the minimum benefit that workér
expects to obtain in a round. We assume that the master héiedumm of choosing
WBy and WP, with the goal of satisfyingventual correctnesslefined next. E.g., in
order to motivate the worker to participate in the compotatthe master ensures that
WBy — WCr > a;; in other words, the worker has the potential of its aspiratd be
covered even if it computes the task.

Eventual Correctness. The goal of the master is to eventually obtain a reliable aomp
tational platform: After some finite number of rounds, theteyn must guarantee that
the master obtains the correct task results in every routidprobabilityl and audits
with probability p;". We call such propertgventual correctnes©bserve that even-
tual correctness implies that eventually the master resedt least one (correct) reply
in every round.

Reputation. The reputation of each worker is measured and maintainetidoynas-
ter. Reputation is used by the master to cope with the uringrtabout the workers’



truthfulness and availability. In fact, the workers arewaee that a reputation scheme
is in place, and their interaction with the master does nggakany information about
reputation; i.e., the payoffs do not depend on a worker'sit@mn. The master wants
to assign tasks to workers that are reliable, that is, wertteat are both responsiaad
truthful. Hence, we consider the worker’s reputation aspitealuct of two factors: re-
sponsiveness reputation and truthfulness reputations,Tthe malicious workers will
obtain a low reputation fast due to their low truthfulnegasation, and also the workers
that are generally unavailable will get a low reputation thutheir low responsiveness
reputation. Consequently, these workers will stop beirgseh by the master.

More formally, we define the reputation of a workexsp, = p,s, - ptr;, Wherep, s,
represents the responsiveness reputatiorpgndhe truthfulness reputation of worker
i. We also define the reputation of a set of workeérs. W as the aggregated reputation
of allworkers inY'. Thatis,py (r) = > ¢y pi(7).

In this work, we consider three truthfulness reputatioreg/dINEAR, EXPONEN-
TIAL, and BoINC. In the LINEAR reputation type (introduced in_[24]) the reputation
changes at a linear rate. ThKBONENTIAL reputation type (introduced in [11]) is
“unforgiving”, in the sense that the reputation of a workaught cheating will never
increase. The reputation of a worker in this type changes &xaonential rate. The
BoINC reputation type is inspired by BOINCI[6]. In the BOINC systéhis reputa-
tion method is used to avoid redundancy if a worker is comsididone® For the
responsiveness reputation we use theHAR reputation, adjusted for responses. For
the worker’s availability it is natural to use a “forgivingéputation, especially when
considering volunteer computing. For the detailed deionpof the reputation types
we introduce some necessary notation as follows.

select;(r): the number of rounds the master selected woikgrto roundr-.
reply_select;(r): the number of rounds up to roumdn which worker; was selected
and the master received a reply fram

audit_reply_select;(r): the number of rounds up to rounavhere the master selected
workeri, received its reply and audited.

correct_audit;(r): the number of rounds up to roundwhere the master selected
workeri, received its reply, audited aridvas truthful.

streak;(r): the number of rounds. r in which workeri was selected, audited, and
replied correctly after the latest round in which it was stdd, audited, and caught
cheating.

Then, the reputation types we consider are as follows.

reply-select; (r)+1

Responsiveness reputationy..s, (r) = =555

Truthfulness reputation:

correct_audit;(r) + 1
audit_reply_select;(r) + 1"
EXPONENTIAL: Pir, (7“) — Eaudit.reply.selecti(7')7co7'r'ect_auditi(r')
0, if streak(r) < 10.
1- otherwise

LINEAR: ptr, (1) =
, Wheree € (0,1).

BOINC: pir(1) =

1
streak(r)’

2 |n BOINC, honesty means that the worker’s task result agretsthe majority, while in our
work this decision is well-founded, since the master audits



All workers are assumed to have the same initial reputatgfore the master inter-
acts with them. The goal of the above definitions is for woskeho are responsivand
truthful to eventually have high reputation, whereas woskeho are not responsive
not truthful, to eventually have low reputation.

3 Reputation-based Mechanism
We now present our reputation-based mechanism. The mearhamicomposed by an

algorithm run by the master and an algorithm run by each worke

Master’'s Algorithm. The algorithm followed by the master, AlgoritHoh 1, begins by
choosing the initial probability of auditing and the inltieputation (same for all work-
ers). The initial probability of auditing will be set accamd to the information the mas-
ter has about the environment (e.g., workers’ initig). For example, if it has no in-
formation about the environment, a natural approach woelgbbnitially setp 4 = 0.5
orp4 = 1 (as a more conservative approach). The master also chdesesathfulness
reputation type to use.

At the beginning of each round, the master chooses:th@st reputable workers
out of the totalN workers (breaking ties uniformly at random) and sends theaslka
T'. In the first round, since workers have the same reputati@hoice is uniformly at
random. Then, after waitingtime to receive the replies from the selected workers, the
master proceeds with the mechanism. The master updatessiiasiveness reputation
and audits the answers with probability. In the case the answers are not audited, the
master accepts the value returned by the weighed majamit&ldorithm[d, m is the
value returned by the weighted majority aRg, is the subset of workers that returned
m. If the master audits, it updates the truthfulness repariand the audit probability
for the next round. Then, the master rewards/penalizes trkens as follows. If the
master audits and a workeis a cheater (i.ei, € F), thenll; = — WP¢; if i is honest,
thenIl, = WBy. If the master does not audit, andeturns the value of the weighted
majority (i.e.,i € R,,), thenil; = WBy, otherwisell, = 0.

In the update of the audit probabilify,, we include a threshold, denoted by
that represents the mastetrtderanceto cheating (typically, we will assume = 1/2
in our simulations). If the ratio of the aggregated repotatf cheaters with respect
to the total is larger than, p 4 is increased, and decreased otherwise. The amount by
which p4 changes depends on the difference between these values|atesdby a
learning ratea,,, [25]. This latter value determines to what extent the newelyuired
information will override the old information. For examplé«,,, = 0 the master will
never adjusp 4.

Workers' Algorithm. Altruistic and malicious workers have predefined behaviisen
they are selected and receive a tdskom the master, if they are available, they com-
pute the task (altruistic) or fabricate an arbitrary s@at{malicious), replying accord-
ingly. If they are not available, they do not reply. Ratiomadrkers run the algorithm
described in Algorithri]2. The execution of the algorithmibegvith a rational worker

1+ deciding an initial probability of cheating:;. Then, the worker waits to be selected
and receive a task from the master. When so, and if it is available at the timenth
with probability 1 — pc;, workeri computes the task and replies to the master with
the correct answer. Otherwise, it fabricates an answersands the incorrect response



Algorithm 1 Master’s Algorithm

1 pa <+ =z, wherez € [p%™™, 1]

2 fori«+ 0toN do

3 select; < 0; reply_select;<— 0; audit_reply_select;< 0; correct_audit; < 0; streak; < 0
4 prs; < 1; initialize p¢,, / initially all workers have the same reputation

5 forr<« 1tooodo

6 W™« {i € N : i is chosen as one of theworkers with the highesi; = pys, - ptr; }

7

8

9

Vi € W' : select; <+ select; + 1

senda taskT to all workers inW"

collect replies from workers i/ " for ¢ time
10 wait for ¢ time collecting replies as received from workergAfi’
11 R« {i € W" : areply fromi was received by time:
12 Vi € R : reply_select; < reply_select; + 1
13 update responsiveness reputatign,, of each workei € W
14 audit the received answers with probabilipys

15 if the answers were not auditéiden

16 acceptthe valuem returned by workersR,, C R,

17 wherevm’, pyrp, > prrr /I weighted majority of workers i®

18 else //the master audits

19 foreachi € R do

20 audit_reply_select; < audit_reply_select; + 1

21 if i € F'then streak;+— 0 [/ F C R is the set of responsive workers caught cheating
22 elsecorrect_audit; < correct_audit; + 1, streak;<— streak; + 1 [/ honest responsive workers
23 update truthfulness reputatiomp,,, // depending on the type used

24 if ptrp, = 0thenpa< min{l,pa + am}

25 else

26 Pl pa+ am(ptrp /pery — T)

27 pa < min{l, max{pR*", pls}}

28 Vi € W :return II; to workeri  // the payoff of workers ifV" \ R is zero

Algorithm 2 Algorithm for Rational Worket

1 pci + y,wherey € [0, 1]
2 repeat forever

3 wait for a taskT from the master
4 if availablethen
5 decide whether to cheat or not independently with distidsuP (cheat) = pcs
6 if the decision was to chetiien
7 sendarbitrary solution to the master
8 get payofflI;
9 pci + max{0, min{1, pc; + aw(Il; — ai)}}
10 else
11 sendcompute(T) to the master
12 get payofflI;

13 pes + max{0, min{1, pci — aw (Il — WCF — a;)}}




to the master. After receiving its payoff, workechanges it3¢; according to payoff
11;, the chosen strategy (cheat or not cheat), and its aspirati@imilarly to the mas-
ter, the workers have kearning rate«,,. We assume that all workers have the same
learning rate, that is, they learn in the same mannef_(in (8] learning rate is called
step-size). In a real platform the workers learning ratestigtly vary (since workers

in these platforms have similar profiles), making some wonhkere or less susceptible
to reward and punishment. Using the same learning ratelfaoakers is representative
of what happens in a population of different values with $maliations around some
mean.

4 Analysis
In this section, we prove some properties of the system. Vaf By observing that,

in order to achieve eventual correctness, it is necessaridnge workers over time.
Omitted proofs are given in the Appendix.

Observation 1 If the number of malicious workers is at leasaind the master assigns
the task to the same workers in all rounds, eventual coresgritannot be guaranteed.

The intuition behind this observation is that there is alsvaypositive probability that
the master will seleet malicious workers at the first round and will have to remaithwi
the same workers. This observation justifies that the masi®to change its choice of
workers if eventual correctness has to be guaranteed. We tgpnatural approach of
choosing then workers with the largest reputation among tNeworkers in the pool
(breaking ties randomly). In order to guarantee eventuaitctness we need to add one
more condition regarding the availability of the workers.

Observation 2 To guarantee eventual correctness at least one non-mabaimrker;
must exist withl; = 1.

To complement the above observations, we show now that #nergets of workers
with which eventual correctness is achievable using tHerift reputation types (N-
EAR and EXPONENTIAL as truthfulness reputations) defined and the master réputat
based mechanism in Algorithioh 1.

Theorem 3. Consider a system in which workers are either altruistic @aligious and
there is at least one altruistic workérwith d; = 1 in the pool. Eventual correctness
is satisfied if the mechanism of Algorithin 1 is used with tispaesiveness reputation
and any of the truthfulness reputationS8NEAR or EXPONENTIAL.

The intuition behind the proof is that thanks to the decretalemay in which the
reputation of a malicious worker is calculated at some pibiaaltruistic workeg with
full responsivenessd{ = 1) will be selected and have a greater reputation than the
aggregated reputation of the selected malicious workessmilar result does not hold
if truthfulness reputation of type &Nc is used. In this case, we have found that it is
not enough that one altruistic worker with full availabilixists, but also the number
of altruistic workers with partial availability have to bertsidered.
Theorem 4. Consider a system in which workers are either altruistic @ligious and
there is at least one altruistic workeémwith d; = 1 in the pool. In this system, the mech-
anism of Algorithnil is used with the responsiveness rejputaind the truthfulness
reputationBoINC. Then, eventual correctness is satisfied if and only if thaber of
altruistic workers withd; < 1 is smaller tham.



Proof. In this system, it holds that every malicious workehas truthfulness reputation
pwr, = 0 forever, since the replies that the master receives froifreing) are always in-
correct. Initially, altruistic workers also have zero trutlness reputation. An altruistic
worker j has positive truthfulness reputation after it is selected, its reply is received
and audited by the master 10 times. Observe that, once tpptha, the truthfulness
reputation of workerj never becomes 0 again. Also note that the reponsiveness repu
tation never becomes 0. Hence, the first altruistic workess succeed in raising their
truthfulness reputation above zero are always chosenumgubunds. While there are
less tham workers with positive reputation, the master selects atoanfrom the zero-
reputation workers in every round. Then, eventually (innty) there aren altruistic
workers with positive reputation, or there are less thawut all altruistic workers are
in that set. After then, no new altruistic worker increaseré@putation (in fact, is ever
selected), and the set of altruistic selected workers iaygwhe same.

If the number of altruistic workers withl; < 1 is smaller tham, since worker
hasd; = 1, after round-y among the selected workers there are altruistic workets wit
d; = 1 and positive reputation. Then, in every round there is gdinge a weighted
majority of correct replies, and eventual correctness &guteed.

If, on the other hand, the number of altruistic workers with< 1 is at least:, there
is a positive probability that all the workers with positive reputation are from this set.
Since there is a positive probability thataltruistic workers withd; < 1 are selected
in roundry with probability one the workei with d; = 1 will never be selected. If
this is the case, eventual correctness is not satisfiede(Hirece is a positive probability
that the master will not receive a reply in a round). Assunhetise and consider that
after roundr{, it holds thatp 4 = p"3*". Then, in every round aftet, there is a positive
probability that the master receives no reply from the setbworkers and it does not
audit, which implies that it does not obtain the correct ltesu a

This result is rather paradoxical, since it implies that ateyn in which all workers
are altruistic (one withi; = 1 and the rest withi; < 1) does not guarantee even-
tual correctness, while a similar system in which the phytiavailable workers are
instead malicious does. This paradox comes to stress thertamze of selecting the
right truthfulness reputation. Theorém 4 shows a posittrestation among a truthful-
ness reputation with the availability factor of a worker e tcase a large number of
altruistic workers.

5 Simulations

Theoretical analysis is complemented with illustrativagiations on a number of dif-
ferent scenarios for the case of full and partial availgbillThe simulated cases give
indications on the values of some parameters (controllddéynaster, namely the type
of reputation and the initigh 4) under which the mechanism performs better. The rest
of the parameters of the mechanism and the scenarios pedsetessentially based on
the observations extracted fro([2] 12], and are rathedairo our earlier work[[11].
We have developed our own simulation setup by implementingreechanism (Algo-
rithms[d and®2, and the reputation types discussed above) @si+. The simulations
were executed on a dual-core AMD Opteron 2.5GHz processthr,2G6B RAM, run-
ning CentOS version 5.3.



For simplicity, we consider that all workers have the san@rason levela;, =
0.1, although we have checked that with random values the seardtsimilar to those
presented here, provided their variance is not very lasget(0.1). We consider the
same learning rate for the master and the workersgi.e: «,,, = «,, = 0.1. Note that
the learning rate, as discussed for examplé_in [25] (caliept-size there), is generally
set to a small constant value for practical reasons. We set0.5 (c.f., Sect[B; also
see [10]),p"4™™ = 0.01, ande = 0.5 in reputation EXPONENTIAL. We assume that
the master does not punish the workér$. = 0, since depending on the platform
used this might not be feasible, and hence more generictsesd considered. Also
we consider that the cost of computing a taski#&’ = 0.1 for all workers and,
analogously, the master is rewarding the workers itBy = 1 when it accepts their
result (for simplicity no further correlation among thes®tvalues is assumed). The
initial cheating probability used by rational workerspig; = 0.5 and the number of
selected workers is set to= 5.

The first batch of simulations consider the case when theeavsikre fully available
(i.e, all workers havel = 1), and the behavior of the mechanism under different pool
sizes is studied. The second batch considers the case wigevetkers are partially
available.

Full Availability. Assuming full worker availability we attempt to identifyghmpact
of the pool size on different metrics: (1) the number of rogi(@) number of auditing
rounds, and (3) number of incorrect results accepted by theten all of them mea-
sured until the system reaches convergence (the first roumdhichp4 = p3™
Additionally, we are able to compare the behavior of thedhrathfulness reputation
types, showing different trade-off among reliability arast

We have tested the mechanism proposed in this paper wittrelift initialp 4 val-
ues. We present here two interesting cases of initial audbability, p4, = 0.5 and
pa = 1. The first row of Figuréll (plots (al) to (c1)) presents theuftssobtained in
the simulations with initiap 4 = 0.5 and the second row (plots (a2) to (c2)) the case
pa = 1. The simulations in this section have been done for systeithsonly rational
and malicious workers, with 3 different ratios between ¢hesrker types (ratios 5/4,
4/5, and 1/8), with different pool sized/(= {5, 9, 99}), and for the 3 truthfulness rep-
utation types. These ratios consider the three most “alitases in which malicious
workers can influence the results.

A general conclusion we can extract from the first row of Féli{plots (al) to (c1))
is that, independently of the ratio between malicious atidmal workers, the trend that
each reputation type follows for each of the different papé scenarios is the same.
(When the ratio of rational/malicious is 1/8 this trend isreaoticeable.) Reputation
LINEAR does not show a correlation between the pool size and theati@l metrics.
This is somewhat surprising given that other two reputatypes are impacted by the
pool size.

For reputation EPONENTIAL and BoINC we can observe that, as the pool size in-
creases, the number of rounds until convergence also wesel seems like, for these
reputation types, many workers from the pool have to be telesnd audited before
convergence. Hence, with a larger pool it takes more rounrde & mechanism to select

5 As we have seen experimentally, first the system reachemhleestate and thema = p3™.
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Fig. 1: Simulation results with full availability. First row plo@re for initialp.4 = 0.5. Second

row plots are for initialpa =

1. The bottom (red) errorbars present the number of incorrect

results accepted until convergenge (= p4"), the middle (green) errorbars present the number
of audits until convergence; and finally the upper (bluepdrars present the number of rounds
until convergence, in 100 instantiations. In plots (al) &) the ratio of rational/malicious is
5/4. In plots (b1) and (b2) the ratio of rational/maliciogsi5. In plots (c1) and (c2) the ratio of
rational/malicious is 1/8. The x-axes symbols are as faldw LINEAR, E: EXPONENTIAL and

B: BOINC reputation; p5: pool size 5, p9: pool size 9 and p99: pool 8&ze

and audit these workers, and hence to establish valid rémufar the workers and to
reinforce the rational ones to be honest. For both reputdioes (EXPONENTIAL and

BoINC) this is a costly procedure also in terms of auditing for ational/malicious
ratios. (The effect on the number of audits is more acutedputation BINC as the

pool size increases.) As for the number of incorrect resutepted until convergence,
with reputation KPONENTIAL they still increase with the pool size. However, reputa-
tion BoINC is much more robust with respect to this metric, essent@ligranteeing
that no incorrect result is accepted.

Comparing now the performance of the different reputatigre$s based on our
evaluation metrics, it seems that reputationtAR performs better when the size of
the pool is big compared to the other two reputation typestt@nother hand rep-
utation types KPONENTIAL and BoINC perform slightly better when the pool size
is small. Comparing reputation typesxBONENTIAL and BoiNc, while reputation



BoINC shows that has slightly faster convergence, this is tradedif least double
auditing than reputation 2 ONENTIAL. On the other hand, reputatiorkBEONENTIAL

is accepting a greater number of incorrect results untiveayence. This is a clear ex-
ample of the trade-off between convergence time, numbeudit® and number of
incorrect results accepted.

Similar conclusions can be drawn when the master decidesdib with p 4 = 1
initially, see Figuréll (a2) - (c2). The only difference iatkhe variance, of the different
instantiations on the three metrics is smaller. Hence, singp 4 = 1 initially is a
“safer” strategy for the master.

Partial Availability. Assuming now partial worker availability (i.e, workers miagve

d < 1), we attempt to identify the impact of the unavailabilityafvorker on four dif-
ferent metrics: (1) the number of rounds, (2) number of douglitounds, and (3) number
of incorrect results accepted by the master, all until tretesy reaches convergence. In
addition, we obtain (4) the number of incorrect results ptea by the mastaafter the
system reaches convergence (which was zero in the prevémti®rs). Moreover, we
are able to identify how suitable each reputation is, undfégrént workers'’ ratio and
unavailability probabilities.

We keep the pool size fixed ¥ = 9, and the number of selected workers fixed to
n = 5; and we analyze the behavior of the system in a number ofrdiffescenarios
where the workers types and availabilities vary. The degistenarios present the cases
of initial audit probability:p 4 = {0.5,1}.

Figure2 (al)-(b1l) compares a base case where all workeadtaristic withd = 1
(scenario S1) with scenarios where 1 altruistic workertexigth d = 1 and the rest
of the workers are either altruistic (scenario S2) or maiisi(scenario S3) with a par-
tial availability d = 0.5. Our base case S1 is the optimal scenario, and the mechanism
should have the best performance with respect to metrie3j1}his is confirmed by
the simulations as we can observe. For scenario S2, whegedtiiistic workers have
d = 0.5, reputations INEAR and EXPONENTIAL are performing as good as the base
case. While BINC is performing slightly worse than the base case. Compalieg t
different reputation types for scenarios S1 and S2, it iardleat, for all metrics, IN-
EAR and EXPONENTIAL are performing better thanddNc. Moving on to scenario S3,
where 8 malicious workers witth = 0.5 exist, as expected, the mechanism is perform-
ing worse according to our reputation metrics. What is #géng to observe, though,
is that reputation BINC is performing much better than the other two reputationsype
It is surprising to observe, for reputatioroBuc, how close are the results for scenario
S2 and especially scenario S3 to the base case S1. We bdlavihis is due to the
nature of reputation BINC, which keeps reputation to zero until a reliability threlsho
is achieved. From the observation of Figlite 2 (a1)-(b1), aeaonclude that, if there
is information on the existence of malicious workers in tbenputation, a “safer” ap-
proach would be the use of reputatiooBiCc. The impact of 4 on the performance of
the mechanism, in the particular scenarios, as it is showRigure[2 (al)-(b1), in all
cases setting 4 = 0.5 initially improves the performance of the mechanism.

The results of FigurEl2 (al)-(b1) are confirmed by Thedréemi8odigh the sim-
ulation results, we have observed that eventual correstm@gpens (i.e., no more er-
roneous results are further accepted) when the system igasydor the depicted sce-
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Fig. 2: Simulation results with partial availability: (al)-(a2jitial p4 = 0.5, (b1)-(b2) initial
pa = 1. For (al)-(bl) The bottom (red) errorbars present the nurab@correct results ac-
cepted until convergencef = p’i*"). For (a2)-(b2) the bottom (red) errorbars present the
number of incorrect results accepted after convergenaalRaots, the middle (green) errorbars
present the number of audits until convergence; and finaflyupper (blue) errorbars present the
number of rounds until convergence, in 100 instantiatidine x-axes symbols are as follows, L:
reputation LNEAR, E: reputation EPONENTIAL, B: reputation B INC, S1: 9 altruistic workers
with d = 1, S2: 1 altruistic withi = 1 and 8 altruistic workers witd = 0.5, S3: 1 altruistic with
d = 1 and 8 malicious workers with = 0.5, S4: 9 rational workers witd = 1, S5: 1 rational
with d = 1 and 8 rational workers witll = 0.5, S6: 1 rational withd = 1 and 8 malicious
workers withd = 0.5.

narios. As for Theorer]4 we have observed that, althoughdhdition of having 5
altruistic withd = 1 is not the case for scenarios S2 and S3, in the particulaasiosn
simulated the system was able to reach eventual correctAlteeugh from the de-
picted scenarios reputatioroBNC seems like is a good approach, theory tells us that it
can only be used when we have info on the workers types.

Figure2 (a2)-(b2), depicts more scenarios with differenitk@rs types ratios, in the
presence of rational and malicious workers. Following thme methodology as be-
fore, we compare a base case (scenario S4) where all wonleeratinal withd = 1,
with a scenarios where one rational with= 1 exists and the rest are rational (scenario




S5) or malicious (scenario S6) with= 0.5. We can observe that in the base scenario
S4, the mechanism is performing better than in the other teoarios, for reputation
metrics (1),(2) and (4), independently of the reputatiqretyWhat we observe is that
the most difficult scenario for the mechanism to handle ieade S5, independently of
the reputation type, because, although the system corsjergentual correctness has
not been reached and the master is accepting incorrecésdpli a few more rounds
before reaching eventual correctness. This is due to tieahthe workers’ type, and
some rational workers that have not been fully reinforced worrect behavior may
have a greater reputation than the rational worker with- 1, while the master has
already droppeg4 = p’3". That would mean that the master would accept the re-
sult of the majority that might consist of rational workehat cheat. As we can see,
EXPONENTIAL is performing worse than the other two types, based on m@tyiAs

for reputation UNEAR we can see that, for scenarios S4 and S5, although the varia-
tion on the convergence round is greater than reputatiom8, this is traded for half
the auditing that reputation@Nc requires. As for scenario S6 (with malicious work-
ers), reputation INEAR converges much slower, while the number of audits is roughly
the same, compared to reputationIBC. This observation gives a slight advantage to
reputation B)INC for scenario S6, while reputationlMEAR has an advantage on S5.
Discussion. One conclusion that is derived by our simulations is thathi case of
full availability, reputation B INC is not a desirable reputation type if the pool of work-
ers is large. As simulations showed us, convergence is slod,expensive in terms
of auditing. One could select one of the other two reputatyges (according to the
available information on the ratio of workers’ type), siraepting a few more incor-
rect results is traded for fast eventual correctness andaladiting cost. Additionally,

in the scenario with full availability we have noticed theg)ecting initiallyp 4 = 1is a
“safer” option to have small number of incorrect resultsegated, if no information on
the system is known and the master is willing to invest a bitevan auditing.

For the case of partial availability, the simulations withlyoaltruistic or with al-
truistic and malicious converged in all cases. This was etguedue to the analysis in
all cases except in S2 with reputatiomBIC, when we expected to see some rounds
after convergence with no replies. The fact is that the islituworker with full avail-
ability was able to be selected forever in al cases. Sinarathave also shown that, in
the presence of malicious and altruistic workers, repoaBoINC has an advantage
compared to the other two types. Finally, it is interestingbserve that, in the partial
availability case with only rational workers, our mechamisas not reached eventual
correctness when the system has converged, but a few roatedsThis means that,
although the rational workers are partially available,rtiechanism is able to reinforce
them to an honest behavior eventually.
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Appendix
A Omitted Proofs

Proof of Observationd. Let W be the subset of workers chosen by the master in the
first round. Since initially there is no knowledge on the tyff@ach worker, there is a
positive probabilityp that all workers irf¥ ! are malicious. By assumptidiy” = W!

for all » > 1, and hence there is a probability > 0 that the workers are chosen
by the master in each round are all malicious. Assume thipdragp then we claim
that eventual correctness cannot be satisfied. Assumengtieehence, by definition of
eventual correctness, there is a roupduch that in all rounds > ry the master uses
pa = p'i" < 1. But then, the probability that the master obtains the @dteesk result
in roundr cannot be 1, as required by the eventual correctness pypparte with
probabilityl — p 4 > 0 all the received replies are incorrect and the master dadis au
them. Hence, eventual correctness cannot be satisfiedh&aake of contradiction,
assume that the master does not change workers over routi@s@mual correctness
is achieved. That is, there is a roundsuch that for all rounds > rq the master uses
pa = p" < 1 and obtains the correct answer with probability 1, even ghoiine
master never changes workers. LEtbe the subset of n workers chosen by the master
that will never change. Given that the type of each workenlgwwn, that workers are
chosen uniformly at random, and that there are at least rcima$i workers, there is a
probabilityp > 0 that the master chooses only malicious workers. Considerdma,.

In roundr, there is a probability — p 4 > 0 that the master does not audit. Thus, the
probability that the master obtains the correct answerumde, is1 — p(1 —p4) < 1,
which is a contradiction. a

Proof of Observation[2. For the sake of contradiction assume that every non-makcio
worker: hasd; < 1 and eventual correctness is satisfied. Then, by definiti@vef-
tual correctness, there is a roungl such that in all rounds > ry the master uses
pa = P4 < 1. In any roundr > r, there is a positive probability that the master
does not audit and all the replies received (if any) are irezr Then, there is a positive
probability that the master does not obtain the correcttasilt, which is a contradic-
tion. O

Proof of Theorem[3. First, observe that the responsiveness reputation of warke
will always bep,s, = 1, sinced; = 1. In fact, all workersj with d; = 1 will have
responsiveness reputatipp,, = 1 forever. Moreover, for any worker with d;, < 1
that is selected by the master an infinite number of rounds, priobability 1 there
is a roundry, in which £ is selected but the master does not receive its reply. Hence,
prs, (r) < 1forall r > rg.

Let us now consider truthfulness reputation (of typ@sdAR and EXPONENTIAL).
All altruistic workers;j (includings) have truthfulness reputatign,., = 1 forever, since
the replies that the master receives from them are alwaysatoMalicious workers,
on the other hand, fall in one of two cases. A malicious woikenay be selected a
finite number of rounds. Then, there is a rourjdafter which it is never selected. If,
conversely, malicious workér is selected an infinite number of rounds, sidge> 0



andp4 > p'i™" > 0, its replies are audited an infinite number of rounds, ancktisea
roundr), so thatp;,, (r) < 1/nforallr > r}.

Hence, there is a roun® such that, for all rounds > R, (1) every malicious
worker k hasp,,, (r) < 1/n or is never selected by the master, and (2) every worker
k with di, < 1 hasp,s,(r) < 1 oris never selected by the master. Since there is at
least worker with reputatiorp; = 1, we have that among theworkers inW, for all
roundsr > R, there is at least one altruistic workgwith d; = 1 andp; = 1, and the
aggregate reputation of all malicious workers is less thadehce, the master always
gets correct responses from a weighed majority of workéris froves the claim. O
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