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Abstract. We describe a data mining workflow for predictive main-
tenance of the Air Pressure System in heavy trucks. Our approach is
composed by four steps: (i) a filter that excludes a subset of features
and examples based on the number of missing values (ii) a metafeatures
engineering procedure used to create a meta-level features set with the
goal of increasing the information on the original data; (iii) a biased sam-
pling method to deal with the class imbalance problem; and (iv) boosted
trees to learn the target concept. Results show that the metafeatures
engineering and the biased sampling method are critical for improving
the performance of the classifier.

Keywords: Predictive maintenance · Anomaly detection · Boosting ·
Metalearning

1 Introduction

This paper describes a data mining workflow for predictive maintenance of heavy
trucks. This type of vehicles are typically operated in a daily basis and used for
large trips. They are an important tool in several industrial sectors such as
transportation or construction. In this context, it is of fundamental importance
that all components comprising these vehicles are regularly maintained. A well
done maintenance is key to avoid undesired breakdowns, which can be costly to
the company operating these vehicles.

One of those components is the Air Pressure System (APS). The APS gen-
erates pressurised air that is used for different tasks in a truck, such as braking
and gear changing, making it a core component for maintenance purposes.

The data collected describes several components from heavy Scania trucks
in everyday usage. Moreover, in order to guarantee the quality of the predictive
model, the data has been sampled from all available data by experts.

In the Data Mining terminology this problem is presented as a binary classifi-
cation problem, where the positive class of the target concept consists of failures
for a specific component of the APS. The negative class consists of trucks with
failures not related to the APS. The exploratory analysis of the data enabled
to outlined two important conditions: (1) high quantity of missing values and
c© Springer International Publishing AG 2016
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(2) high imbalance in the class distribution. These characteristics of the data
raises challenges from the data scientist perspective.

For dealing with (1), we use a filter that excludes the features and examples
that present an higher percentage of missing values. This not only reduced the
size of the data but also enabled to remove some of the noisy features that were
part of the original data.

For dealing with (2), we use SMOTE [1], an over-sampling technique that
creates synthetic examples of the minority class. SMOTE enables to balance
the class distribution of the data which leads to a better generalization of the
classifier.

On top of these issues, the data is completely anonymized for proprietary
reasons. This is particularly cumbersome in the feature engineering step. We
choose to generate new features by taking a metafeature engineering approach
that does not require knowledge about the domain. Most of these metafeatures
were generated using unsupervised techniques for anomaly detection problems.

As for the modeling step, we use an ensemble of boosted trees. Ensemble
learning has shown to be a good solution in variety of data mining tasks and
we also verified a great improvement in the performance of our system by using
ensemble approaches. The workflow is summarised in Fig. 1.

Fig. 1. Schema of our workflow. It starts by dealing with the missing values (Step I).
In Step II the metafeatures are computed, which are then added to the original, after
applying the missing values filter. Then, in Step III, we use SMOTE to balance the
dataset and finally in Step IV we generate our ensemble of boosted decision trees.

The paper is structured as follows. In Sect. 2, we present our approach to
deal with the missing values in the data. Section 3 explains the metafeature
engineering step that we followed. In Sect. 4 we detail the modeling approach
that we used to learn our final model and finally, in Sect. 5, we conclude the paper
by discussing the results obtained and the lessons learned from this challenge.
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2 Dealing with Missing Values

Dealing with missing values has been widely studied in the literature [2]. The
usual techniques, such as listwise deletion, pairwise deletion, indicator variable,
and mean substitution could have been an option. However, for simplicity and
in this particular case, we decided to remove features with the greater amounts
of missing values. It is rather an ad-hoc approach, but there is also no clear
consensus in the literature on which approach is better [2].

Some features presented a great number of missing values, up to 80% in the
most extreme case. As an indicator, 8 out of the 170 independent variables, had
more than 50% of missing values.

While paying special attention to the performance of the models, we tested
how much features we could remove without affecting the accuracy. We also
realized that after removing the features with the most missing values, there
was quite a number of duplicates in the data. This seems to indicate that the
removed features have little effect on the target.

3 Metafeature Engineering

From the statistical point of view, anomalies are associated with observations
with high deviation from the typical behaviour, i.e., outliers. Since the positive
class of the data is characterized by rare events in the domain (malfunctions in
the APS), we can regard this problem as an anomaly detection one.

In this context, we perform an outlier analysis to the data in order to assess
how far each observation is from the norm. The results from this outlier analysis
are then embedded as attributes in our data. By doing this meta-level analysis
we aim at increasing the information related to the outlyingness of each observa-
tion. Therefore, we generated metafeatures using three different outlier detection
techniques that we present in the following subsections.

3.1 Boxplot Analysis

The Box plot is a typical way of describing the distribution of some data through
some summary statistics (e.g. median, Inter-Quartile Range (IQR)).

Since all the attributes of our data are numeric, we can perform this analysis
to each predictor separately. For each attribute we compare each value with the
typical value of that same attribute. Then, as explained in [3], if the difference
between these two values is high that might be an indicator that something is
not right and the respective observation might be an outlier. Furthermore, the
size of this difference can be regarded as a measure of outlyingness.

One drawback of this analysis is that it is a uni-variate approach. By analyz-
ing only one attribute at a time, we lose potentially useful global information.
To overcome this issue we approach the problem using the Local Outlier Factor
(LOF) method, which measures the degree of outlyingness of observations as a
whole.
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3.2 LOF

LOF [4] is a method for quantifying the outlyingness of an observation by com-
paring it to its local neighbourhood through density estimation. Essentially, an
observation with a very low density has greater probability of being an outlier.

3.3 Clustering-Based Outlier Ranking

The third method we used to analyze the outliers in the dataset is based on an
hierarchical Agglomerative Clustering algorithm [5].

Hierarchical Agglomerative Clustering starts with Z groups (Z being the
number of observations), each initially containing one object, and then at each
step it merges the two most similar groups until there is only one single group,
containing all data.

The rationale for this method is that the last observation that are merged
might still be significantly different from the group they are merged into. By
definition outliers are different cases and will typically not fit well into a cluster,
unless that cluster is comprised by other outliers itself. Yet again, since these
are not ordinary data points, we do not expect them to form large groups.

4 Modeling

In this section we detail the modeling approach that we used for this challenge.
The model was generated using the XGBoost library [6]. The parameter

tuning of the learning algorithm was done using 10-fold cross validation. We
payed particular attention to parameter setting in order to avoid overfitting.
Given the experimental results that we gathered, overfitting can be a pitfall in
this challenge.

The performance of the modeling algorithms should be measured according
to a cost sensitive metric defined by the challenge organizes. The intuition for
this is because the two error types (false negative - FN and false positive - FP) do
not have the same meaning. Sending a vehicle for an unnecessary maintenance
(FP) is clearly less costly than facing an unexpected breakdown (FN). For this
reason the evaluation metric is computed as follows: Cost = FP×10+FN×500.

5 Conclusions

Table 1 presents the results for three workflows that we tested. We concluded
from the several experiments we carried out that XGBoost seems to be a good
option for this problem, particularly when the metafeatures are available for
learning. However, we did encounter some issues regarding the tuning of the
algorithm in terms of overfitting. For this particular data, the algorithm showed
high sensitivity regarding its parameters.

Overall, we think that SMOTE and the metafeature engineering are the most
important steps in our proposal.
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Table 1. Results estimated using 10-fold cross validation for four methods. A Random
Forest with and without metafeatures and the XGBoost algorithm with and without
metafeatures. The XGBoost with metafeatures shows the minimum average cost and
with the lowest deviance.

Algorithm Average cost SD cost

RF without metafeatures 4721 882

RF with metafeatures 4440 900

XGBoost without metafeatures 4030 910

XGBoost with metafeatures 3750 810
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