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Abstract

Parkinson’s disease (PD) is a major progressive neurodegenerative disorder. Accurate diagnosis of 

PD is crucial to control the symptoms appropriately. However, its clinical diagnosis mostly relies 

on the subjective judgment of physicians and the clinical symptoms that often appear late. Recent 

neuroimaging techniques, along with machine learning methods, provide alternative solutions for 

PD screening. In this paper, we propose a novel feature selection technique, based on iterative 

canonical correlation analysis (ICCA), to investigate the roles of different brain regions in PD 

through T1-weighted MR images. First of all, gray matter and white matter tissue volumes in brain 

regions of interest are extracted as two feature vectors. Then, a small group of significant features 

were selected using the iterative structure of our proposed ICCA framework from both feature 

vectors. Finally, the selected features are used to build a robust classifier for automatic diagnosis 

of PD. Experimental results show that the proposed feature selection method results in better 

diagnosis accuracy, compared to the baseline and state-of-the-art methods.

1 Introduction

Parkinson’s disease (PD) is a major neurodegenerative disorder that threatens aged people 

and causes huge burdens to the society. The clinical diagnosis of PD, however, is particularly 

prone to errors, because the diagnosis mostly relies on substantial symptoms of the patients 

[1]. Computer-aided techniques can utilize machine learning for the diagnosis of PD and 

also for identifying biomarkers from neuroimaging data for the disease. There are several 

studies in the literature, which aim to distinguish PD from other similar diseases or normal 

subjects. In [2], Single-photon emission computed tomography (SPECT) images were 

analyzed automatically for PD diagnosis; while in [3], a novel speech signal-processing 

algorithm was proposed. Different clinical features (including response to levodopa, motor 

fluctuation, rigidity, dementia, speech, etc.) were evaluated in [4] for distinguishing multiple 

system atrophy (MSA) from PD. In [5], a novel synergetic paradigm integrating Kohonen 

self-organizing map (KSOM) was proposed to extract features for clinical diagnosis based 

on least squares support vector machine (LS-SVM).
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In this study, we propose reliable feature selection and classification models for PD 

diagnosis using T1-weighted MR images. Therefore, our method would be a non-invasive 

and reasonable solution to PD screening, which is especially important to developing 

countries with limited healthcare resources. Specifically, we extract numerous numbers of 

features from T1 MR images, which describe the volumes of individual tissues in the 

regions-of-interest (ROIs), such as white matter (WM) and gray matter (GM). Therefore, the 

features can be naturally grouped into two vectors, corresponding to WM and GM. 

Afterwards, we introduce an iterative feature selection strategy based on canonical 

correlation analysis (CCA) to iteratively identify the optimal set of features. Then, the 

selected features are used for establishing the robust linear discriminant analysis (RLDA) 

model to classify PD patients from the normal control (NC) subjects.

Feature selection is an important dimensionality reduction technique and has been applied to 

solving various problems in translational medical studies. For example, sparse logistic 

regression was proposed to select features for predicting the conversion from mild cognitive 

impairment (MCI) to the Alzheimer’s disease (AD) in [6]. The least absolute shrinkage and 

selection operator (LASSO) was used in [7] for feature selection. Similar works can also be 

found in [8 9], where principal component analysis (PCA) and CCA were used, respectively.

CCA is able to explore the relationship between two high-dimensional vectors of features, 

and transform them from their intrinsic spaces to a common feature space [9]. In our study, 

the two feature vectors describe each subject under consideration from two views of 

different anatomical feature spaces, associated with WM and GM, respectively. The two 

feature vectors, thus, need to be transformed to a common space, where features can be 

compared and jointly selected for subsequent classification. Specifically, after linearly 

transforming the two views of features to the common space by CCA, we learn a regression 

model to fit the PD/NC labels based on the transformed feature representations. With the 

CCA-based transformation and the regression model, we are able to identify the most useful 

and relevant features for PD classification. In addition, PD is not likely to affect all brain 

regions, but rather only a small number of ROIs are relevant for classification. Therefore, in 

the obtained features, there could be many redundant and probably noisy features, which 

may negatively affect the CCA mappings to a common space. In this sense, a single round of 

CCA-based feature selection with a large bunch of features being discarded at the same time 

would probably yield suboptimal outcome. Intuitively, we develop an iterative structure of 

CCA-based feature selection, or ICCA, in which we propose to gradually discard features 

step-by-step. In this way, the two feature vectors gradually get a better common space and 

thus more relevant features can be selected.

Specifically, our ICCA method consists of multiple iterations for feature selection. In each 

iteration, we transform the features of the WM/GM views into a common space, build a 

regression model, inverse-transform the regression coefficients into the original space, and 

eliminate the most irrelevant features for PD classification. This iterative scheme allows us 

to gradually refine the estimation of the common feature space, by eliminating only the least 

important features. In the final, we utilize the representations in the common space, 

transformed from the selected features, to conduct PD classification. Note that, although the 

CCA-based transform is linear, our ICCA consists of iterative procedure and thus provides 
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fairly local linear operation capabilities to select features of different anatomical views. 

Experimental results show that the proposed method significantly improves the diagnosis 

accuracy and outperforms state-of-the-art feature selection methods, including sparse 

learning [7], PCA [8], CCA [10] and minimum redundancy-maximum (mRMR) [11].

2 Method

Figure 1 illustrates the pipeline for PD classification in this paper. After extracting the WM 

and GM features from T1 images, we feed them into the ICCA-based feature selection 

framework. The WM/GM feature vectors are mapped to a common space using CCA, where 

the canonical representations of the features are computed. The regression model, based on 

the canonical representations, fits the PD/NC labels of individual subjects. The regression 

then leads to the weights assigned to the canonical representations, from which the 

importance of the WM/GM features can be computed. We then select the WM/GM features 

conservatively, by only eliminating the least important features. The rest of WM/GM 

features are transformed to the refined common space by CCA and selected repeatedly, until 

only a set of optimal features are remained. The finally selected features are incorporated to 

build a robust classifier for separating PD patients from the NC subjects.

Feature Extraction

All T1-weighted MR images are pre-processed by skull stripping, cerebellum removal, and 

tissue segmentation into WM and GM. Then, the anatomical automatic labeling (AAL) atlas 

with 90 pre-defined ROIs is registered to the native space of each subject, using FLIRT [12], 

followed by HAMMER [13]. For each ROI, we compute the WM/GM volumes as features. 

In this way, we extract 90 WM and 90 GM features for each subject. The features are 

naturally grouped into two vectors, which will be handled by the ICCA-based feature 

selection and the RLDA-based classification.

CCA-based Feature Selection

For n subjects, we record their d-dimensional feature vectors as individual columns in X1 ∈ 
Rn×d and X2 ∈ Rn×d, corresponding to WM and GM features, respectively. The class labels 

for the subjects are stored in y ∈ Rn×1, where each entry is either 1 or 0, indicating which 

class (PD or NC) each corresponding subject belongs to. Let X = [X1,X2] ∈ Rn×2d, and 

 be its covariance matrix. CCA can find the basis vectors B̂
1 ∈ Rd×d and 

B ̂
2 ∈ Rd×d to maximize the correlation between X1 and X2. The two basis vectors B̂

1 and B̂
2 

can be optimized by solving the following objective function:

(1)

The optimal solution of (B̂1,B̂
2) is obtained by a generalized eigen-decomposition [9]. The 

canonical representations of all features in the common space can be computed by 

, m = {1,2}.
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With the canonical representations, we build a sparse regression model. The regression aims 

to fit the class labels with the canonical representations by assigning various weights to the 

representations in the common space.

(2)

where Z = [Z1,Z2] ∈ Rn×2d is the canonical representation matrix and w = [w1;w2] ∈ R2d×1 

is the regression coefficient matrix, which assigns weights to individual canonical 

representations; β and γ are trade-off parameters; ||·||1 denotes the l1 norm, which tends to 

assign non-zero coefficients to only a few canonical representations; and ||·||CCA denotes the 

canonical regularizer [10]:

(3)

where {λi}i=1:d denotes a set of canonical correlation coefficients. wi and wi+d are the 

weights corresponding to a same feature index across the two views (GM and WM). 

Canonical regularizer enforces to select highly correlated representations across the two 

feature views. In other words, larger canonical correlation coefficients tend to be selected, 

while less correlated canonical representations across the two views (small canonical 

correlation coefficients) are not selected. Note that greater λi will lead to larger values in wi 

and wi+d after the optimization process.

The Proposed ICCA-based Feature Selection Method

The CCA-based feature selection might be limited, as all features are (globally) linearly 

transformed to the common space and then truncated in a one-shot fashion. Therefore, we 

propose a novel ICCA-based feature selection method, in which we iteratively discard the 

most irrelevant pair of features in each iteration, and re-evaluate the new set till the best set 

of features are selected. Altogether, this fairly simulates a local linear operation.

In Eq. (2), we obtain the regression coefficient matrix w = [w1;w2], containing the weights 

for the canonical representations Z = [Z1,Z2] in the tentatively estimated common space. 

Since the canonical representations Z are linear combinations of the WM/GM features in X 
(X = [X1,X2]), the weights in w are also linearly associated with the importance of WM/GM 

features prior to the CCA-based mapping. Therefore, the importance of WM/GM features 

can be computed by w̃m = (B̂
m)−1wm, where w̃m records the importance of the m-th view of 

the original features. Given w̃1 and w̃2, we eliminate the least important WM and GM 

features, respectively. Then, CCA is applied to transform the remained WM/GM features to 

an updated common space. This transforming-eliminating scheme is iteratively executed till 

the number of iterations exceeds a pre-defined threshold. In other words, the iterations are 

stopped, when the classification performance in the subsequent steps does not increase 

anymore.
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Robust Linear Discriminant Analysis (RLDA)

In this study, we use the robust discriminant analysis (RLDA) [14] to classify PD from the 

normal subjects based on the selected features. Let X̃ ∈ Rn×d̃ be the matrix containing the d̃-
dimensional samples possibly corrupted by noise. We know that an amount of noise can be 

introduced in the data, as the data acquisition and preprocessing steps are not error-free. 

Even a small number of noisy features or outliers can affect a model significantly. In RLDA, 

noisy data is modeled as X̃ = D + E, where D is the underlying noise-free component and E 
contains the outliers. RLDA learns the mapping t from X̃ to fit the class labels in y ∈ Rn×1. 

RLDA decomposes X̃ into D and E, and computes the mapping t using the noise-free data 

D, which yields the following objective function:

(4)

The normalization factor (yTy)−1/2 compensates for different numbers of samples per class. 

H = (In − 11T/n) is a centering matrix and t ∈ ℛd×1 denotes the mapping, which is learned 

only from the centered noise-free data HD. Therefore, it will avoid projecting the noise 

factor E to the output space, thus results in an unbiased estimation. After t is learned in the 

training stage, a testing data, x̃test, is projected by t onto the output space spanned by x̃testt, 
then the class label of the test data can be determined by k-Nearest Neighbor (k-NN) 

algorithm. The RLDA formulation can be solved using augmented Lagrangian method, as 

detailed in [14].

3 Experimental Results

The data used in this paper were obtained from the Parkinson’s Progression Makers 

Initiative (PPMI) database. In this paper, we use 112 subjects (56 PD, and 56 NC), each with 

a T1-weighted MR scan using 3T SIMENS MAGNETOM TrioTim Syngo with the 

following parameters: acquisition matrix = 256 × 256 mm2, 176 slices, voxel size = 1 × 1 × 

1 mm3, echo time (TE) = 2.98 ms, repetition time (TR) = 2300 ms, inverse time = 900 ms, 

and flip angle = 9°.

In order to evaluate the proposed and the baseline methods, we used an 8-fold cross-

validation. For each of the 8 folds, feature selection and classification models were 

established using the other 7 folds as the training subset, and the diagnostic ability was 

evaluated with the unused 8th testing fold.

We compared our ICCA-based feature selection with three popular feature selection or 

feature reduction methods, including PCA, sparse feature selection (SFS), one-shot CCA 

and minimum redundancy-maximum relevance (mRMR). No feature selection (NoFS) was 

also regarded as a baseline method. Table 1 shows the performances of all the methods. As 

can be seen, the proposed ICCA-based feature selection method achieves the best 

performance. In particular, our method improves by 11.5 % on ACC and 16 % on AUC, 

respectively, compared to the baseline (NoFS). Moreover, compared to feature selection 

Liu et al. Page 5

Med Image Comput Comput Assist Interv. Author manuscript; available in PMC 2017 June 05.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



through PCA, SFS CCA and mRMR, our method achieves 5.3 %, 5.4 %, 4.4 % and 3.8 % 

accuracy improvements, respectively.

In order to further analyze the proposed ICCA-based feature selection, we also implement 

another experiment, in which we select canonical representations rather than the original 

WM/GM features. That is, in every iteration of ICCA, we directly eliminate the least 

important canonical representations, instead of using the inverse-transform and elimination 

steps in the original WM/GM features. The left canonical representations are used for re-

estimating the new common space by CCA and further selected. The last two lines in Table 

1 show the experiment results, where the performance of the ICCA-based feature selection 

in the canonical space is not better than the performance of the selection in the original 

WM/GM feature space. These results indicate that canonical representations are not better 

than the original features (after proper selection) for distinguish PD from NC. This can be 

due to the fact that the CCA mapping to the common space is unsupervised, and, after the 

two feature vectors are mapped, they are highly correlated. As a result, there are many 

redundant data in the canonical representations and that could mislead the feature selection 

and the classification. Inverse-transforming the representations and going back to the 

original feature space (using our proposed ICCA framework) avoids this shortcoming.

To identify the biomarkers of PD, we further inspect the selected features, which correspond 

to specific WM/GM areas. Since the features selected in each cross-validation fold may be 

different, we define the most discriminative regions as features, which were selected at least 

60 % of the times in cross-validation. The most discriminative regions, as shown in Fig. 2, 

include ‘precuneus’, ‘thalamus’, ‘hippocampus’, ‘temporal pole’, ‘postcentral gyrus’, 

‘middle frontal gyrus’, and ‘medial frontal gyrus’. GM and WM features extracted from 

these regions are found to be closely associated with PD pathology, which are in line with 

previous clinical researches [15, 16].

4 Conclusion

In this paper, a novel feature selection technique was proposed to help identify individuals 

with PD from NC. The proposed ICCA-based feature selection framework can achieve a 

fairly local linear mapping capability. Moreover, it can dig deeper into the underlying 

structure of the feature space and explore the relationship among features. By increasing the 

depth of learning in ICCA framework, the two views of the selected features would be closer 

and closer, when mapped to their CCA common space. This also decreases the number of 

the selected features. The results show that the proposed ICCA feature selection framework 

outperforms conventional feature selection methods, and can improve the diagnosis ability 

based on T1 MR images.

Note that, in the proposed framework of ICCA-based feature selection, we discard a pair of 

features from GM and WM at each iteration. In order to avoid dropping the possibly 

important features, we drop out the WM/GM features conservatively in each iteration. 

Dropping out the features in a smarter way could optimize the whole feature selection 

framework. This can be pursued in the future works. Furthermore, current ICCA-based 

feature selection can only explore relationship between two views of the features. We will 
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investigate the possibility of handling more views of features simultaneously, which can 

effectively enhance the feasibility of the proposed method.

Besides further optimizing the efficiency and performance of the ICCA framework, the 

future work includes improving the classification method for PD diagnosis. RLDA is a linear 

classifier, which cannot model the nonlinear relationship between features and labels. 

Therefore, some nonlinear classifiers can probably perform at least equally or better than the 

linear classifier. In this study, we only used structural information in T1 MR images; we will 

explore the integration of other imaging modalities such as diffusion tensor imaging (DTI) 

and functional MRI in the future to further improve the classification performance based on 

the proposed framework.
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Fig. 1. 
Pipeline of the ICCA-based feature selection and PD classification.
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Fig. 2. 
The most discriminative ROIs for automatic diagnosis of PD.
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Table 1

PD/NC classification comparison (ACC: Accuracy; AUC: Area Under ROC Curve).

ACC (%) AUC (%)

NoFS 58.0 55.1

SFS 65.1 64.5

PCA 65.2 59.8

CCA 66.1 64.4

mRMR 66.7 65.6

Proposed (Select in canonical feature space) 68.8 69.3

Proposed (Select in WM/GM feature space) 70.5 71.1
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