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Preface

This volume contains the papers presented at the 9th International Conference on
Similarity Search and Applications (SISAP 2016) held in Tokyo, Japan, during October
24–26, 2016. SISAP is an annual forum for researchers and application developers in the
area of similarity data management. It aims at the technological problems shared by
numerous application domains, such as data mining, information retrieval, multimedia,
computer vision, pattern recognition, computational biology, geography, biometrics,
machine learning, and many others that make use of similarity search as a necessary
supporting service.

From its roots as a regional workshop in metric indexing, SISAP has expanded to
become the only international conference entirely devoted to the issues surrounding the
theory, design, analysis, practice, and application of content-based and feature-based
similarity search. The SISAP initiative has also created a repository (http://www.sisap.
org/) serving the similarity search community, for the exchange of examples of real-
world applications, source code for similarity indexes, and experimental test beds and
benchmark data sets.

The call for papers welcomed full papers, short papers, as well as demonstration
papers, with all manuscripts presenting previously unpublished research contributions.
At SISAP 2016, all contributions were presented both orally and in a poster session,
which facilitated fruitful exchanges between the participants.

We received 47 submissions, 32 full papers and 15 short papers, from authors based
in 21 different countries. The Program Committee (PC) was composed of 62 members
from 26 countries. Reviews were thoroughly discussed by the chairs and PC members:
each submission received at least three to five reviews, with additional reviews
sometimes being sought in order to achieve a consensus. The PC was assisted by 23
external reviewers.

The final selection of papers was made by the PC chairs based on the reviews
received for each submission as well as the subsequent discussions among PC mem-
bers. The final conference program consisted of 18 full papers and seven short papers,
resulting in an acceptance rate of 38 % for full papers and 53 % cumulative for full and
short papers.

The proceedings of SISAP are published by Springer as a volume in the Lecture
Notes in Computer Science (LNCS) series. For SISAP 2016, as in previous years,
extended versions of five selected excellent papers were invited for publication in a
special issue of the journal Information Systems. The conference also conferred a Best
Paper Award, as judged by the PC Co-chairs and Steering Committee.

The conference program and the proceedings are organized in several parts. As a
first part, the program includes three keynote presentations from exceptionally skilled
scientists: Alexandr Andoni, from Columbia University, USA, on the topic of
“Data-Dependent Hashing for Similarity Search”; Takashi Washio, from the University
of Osaka, Japan, on “Defying the Gravity of Learning Curves: Are More Samples

http://www.sisap.org/
http://www.sisap.org/


Better for Nearest Neighbor Anomaly Detectors?”; and Zhi-Hua Zhou, from Nanjing
University, China, on “Partial Similarity Match with Multi-instance Multi-label
Learning”.

The program then carries on with the presentations of the papers, grouped in eight
categories: graphs and networks; metric and permutation-based indexing; multimedia;
text and document similarity; comparisons and benchmarks; hashing techniques; time-
evolving data; and scalable similarity search.

We would like to thank all the authors who submitted papers to SISAP 2016. We
would also like to thank all members of the PC and the external reviewers for their
effort and contribution to the conference. We want to express our gratitude to the
members of the Organizing Committee for the enormous amount of work they have
done.

We also thank our sponsors and supporters for their generosity. All the submission,
reviewing, and proceedings generation processes were carried out through the Easy-
Chair platform.

August 2016 Laurent Amsaleg
Michael E. Houle

Erich Schubert
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Keynotes



Data-Dependent Hashing for Similarity Search

Alexandr Andoni

Columbia University, New York, USA

The quest for efficient similarity search algorithms has lead to a number of ideas that
proved successful in both theory and practice. Yet, the last decade or so has seen a
growing gap between the theoretical and practical approaches. On the one hand, most
successful theoretical methods rely on data-indepependent hashing, such as the classic
Locality Sensitive Hashing scheme. These methods have provable guarantees on
correctness and performance. On the other hand, in practice, methods that adapt to the
given datasets, such as the PCA-tree, often outperform the former, but provide no
guarantees on performance or correctness.

This talk will survey the recent efforts to bridge this gap between theoretical and
practical methods for similarity search. We will see that data-dependent methods are
provably better than data-independent methods, giving, for instance, the first improvements
over the Locality Sensitive Hashing schemes for the Hamming and Euclidean spaces.



Defying the Gravity of Learning Curves:
Are More Samples Better for

Nearest Neighbor Anomaly Detectors?

Takashi Washio

Osaka University, Suita, Japan

Machine learning algorithms are conventionally considered to provide higher accuracy
when more data are used for their training. We call this behavior of their learning
curves “the gravity”, and it is believed that no learning algorithms are “gravity-defiant”.
A few scholars recently suggested that some unsupervised anomaly detector ensembles
follow the gravity defiant learning curves. One explained this behavior in terms of the
sensitivity of the expected k-nearest neighbor distances to the data density. Another
discussed the former's incorrect reasoning, and demonstrated the possibilities of both
gravity-compliance and gravity-defiant behaviors by applying the statistical bias-var-
iance analysis. However, the bias-variance analysis for density estimation error is not
an appropriate tool for anomaly detection error. In this talk, we argue that the analysis
must be based on the anomaly detection error, and clarify the mechanism of the
gravity-defiant learning curves of the nearest neighbor anomaly detectors by applying
analysis based on computational geometry to the anomaly detection error. This talk is
based on collaborative work with Kai Ming Ting, Jonathan R. Wells, and Sunil Aryal
from Federation University, Australia.



Partial Similarity Match with Multi-Instance
Multi-Label Learning

Zhi-Hua Zhou

Nanjing University, Nanjing, China

In traditional supervised learning settings, a data object is usually represented by a
single feature vector, called an instance. Such a formulation has achieved great success;
however, its utility is limited when handling data objects with complex semantics
where one object simultaneously belongs to multiple semantic categories. For example,
an image showing a lion besides an elephant can be recognized simultaneously as an
image of a lion, an elephant, “wild” or even “Africa”; the text document “Around the
World in Eighty Days” can be classified simultaneously into multiple categories such
as scientific novel, Jules Verne’s writings or even books on traveling, etc. In many real
tasks it is crucial to tackle such data objects, particularly when the labels are relevant to
partial similarity match of input patterns. In this talk we will introduce the MIML
(Multi-Instance Multi-Label learning) framework which has been shown to be useful
for these scenarios.
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