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Abstract

Extraction of structured information from biomedical literature is a complex and challenging 

problem due to the complexity of biomedical domain and lack of appropriate natural language 

processing (NLP) techniques. High quality domain ontologies model both data and metadata 

information at a fine level of granularity, which can be effectively used to accurately extract 

structured information from biomedical text. Extraction of provenance metadata, which describes 

the history or source of information, from published articles is an important task to support 

scientific reproducibility. Reproducibility of results reported by previous research studies is a 

foundational component of scientific advancement. This is highlighted by the recent initiative by 

the US National Institutes of Health called “Principles of Rigor and Reproducibility”. In this 

paper, we describe an effective approach to extract provenance metadata from published 

biomedical research literature using an ontology-enabled NLP platform as part of the Provenance 

for Clinical and Healthcare Research (ProvCaRe). The ProvCaRe-NLP tool extends the clinical 

Text Analysis and Knowledge Extraction System (cTAKES) platform using both provenance and 

biomedical domain ontologies. We demonstrate the effectiveness of ProvCaRe-NLP tool using a 

corpus of 20 peer-reviewed publications. The results of our evaluation demonstrate that the 

ProvCaRe-NLP tool has significantly higher recall in extracting provenance metadata as compared 

to existing NLP pipelines such as MetaMap.
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1. Introduction

Provenance metadata describing the contextual information of scientific experiments can 

facilitate the evaluation of the soundness and rigor of research studies [1]. In addition, 

provenance metadata can support scientific reproducibility, which is one of the core 
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foundations of scientific advancement [2]. The importance of scientific rigor and 

reproducibility is highlighted by the recent concerted efforts led the US National Institutes 

of Health (NIH) called “Rigor and Reproducibility” to ensure that results from research 

studies can be reproduced by other researchers in the community [2, 3]. As part of a NIH 

funded Big Data to Knowledge (BD2K) project on data provenance, we have defined the 

Provenance for Clinical and Healthcare Research (ProvCaRe) framework that extracts, 

analyzes, and stores provenance of research studies to support scientific reproducibility.

The ProvCaRe framework has identified three core elements of provenance that are 

necessary for scientific reproducibility, namely: (1) Study Method that captures the design 

of the study, the method used to collect, and method used for data analysis; (2) Study Data 
that represents the different data elements and their respective categories collected and 

analyzed in a research study; and (3) Study Tools that captures provenance of the different 

instruments and their parameters used in a research study. The ProvCaRe framework is 

being developed in close collaboration with biomedical domain experts involved with the 

National Sleep Research Resource (NSRR), which is the largest data repository of publicly 

available research sleep medicine studies in the world, with a goal of aggregating more than 

50,000 studies collected from 36,000 participants [4]. Using this dataset will ensure that the 

ProvCaRe framework reflects the practical requirements of biomedical domain and it is also 

scalable with increasing volume and variety of biomedical data. The NSRR project has 

publicly released data from more than six sleep research studies and we use peer-reviewed 

publications associated with these studies to extract, model, and analyze provenance 

information associated with these research studies.

Peer-reviewed literature is one of the largest sources of domain knowledge across all 

disciplines in biomedicine and healthcare. Results from research studies are often published 

in peer-reviewed articles and are used by researchers to replicate the results together with the 

relevant experiment data. Therefore, provenance metadata can be extracted from biomedical 

literature and analyzed for supporting scientific reproducibility. However, extracting 

structured information from biomedical literature is difficult and it is the focus of extensive 

research in computer science as well as in biomedical informatics [5–7]. The key challenges 

in extracting structured data from biomedical text are the use of domain-specific 

terminology, complex sentence structure including use of negation and modifiers that 

significantly modify the meaning of terms or phrases in a sentence, and identification of 

complex relations that link terms across one or more sentences [5].

2. Background and Related Work

The Medical Language Extraction and Encoding (MedLEE) system is one of the earliest 

biomedical text processing tools that was developed to extract structured information from 

clinical unstructured text in the context of tuberculosis [8]. The US National Library of 

Medicine (NLM) developed the SPECIALIST system to detect anatomical information in 

coronary catheterization reports using the well-known Unified Medical Language System 

(UMLS) as a reference knowledge model [9]. The NLM also developed the widely used 

MetaMap tool that mapped terms in biomedical text with concepts modeled in UMLS 

Metathesaurus [10]. The automated identification of terms in biomedical text or NER is key 
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task in biomedical NLP and different approaches have been applied for effective NER [11]. 

A high quality knowledge model such as an ontology plays a central role in NER, for 

example the MetaMap tool uses the UMLS Metathesaurus as a reference knowledge model. 

The UMLS integrates more than 60 biomedical vocabularies and the Metathesaurus is an 

important component of UMLS that stores biomedical concepts and relations linking the 

concepts together [12].

Similar to the MetaMap tool, the National Center for Biomedical Ontologies (NCBO) Open 

Biomedical Annotator leverages a large set of open source biomedical ontologies listed in 

NCBO to annotate text with ontology concepts [13]. In addition to MetaMap and NCBO 

Annotator, the clinical Text Analysis and Knowledge Extraction System (cTAKES) is a well 

known multi-component pipeline developed at the Mayo Clinic, which uses both rule-based 

and machine learning approaches for biomedical text processing [14]. The cTAKES 

platform builds on the Apache Unstructured Information Management Architecture (UIMA) 

framework [15] and openNLP toolkit [16]. The primary advantage of the cTAKES pipeline 

is an extensible architecture that allows developers to implement customized versions that 

focus on specific application domains. Therefore, cTAKES is a suitable platform to extend 

and develop the ProvCaRe-NLP tool that focuses on extraction of provenance information 

from biomedical text. It is important to note that none of these NLP tools focus on extraction 

of provenance information. We describe the details of this ProvCaRe-NLP pipeline in the 

following section.

3. Extracting Provenance Metadata from Biomedical Text Using Provenance 

Ontology

The ProvCaRe-NLP pipeline is a flexible system that aims to combine multiple ontologies, 

and text processing tools for extracting provenance information. In particular, we leverage 

the extensive coverage of existing text processing tools such as MetaMap and NCBO 

Annotator together with provenance-specific focus of ProvCaRe-NLP. The two primary 

objectives of the ProvCaRe NLP pipeline are: (1) Provenance-specific NER from 

biomedical text that correspond to the three components of the ProvCaRe framework; and 

(2) Map extracted provenance terms to ontology classes. We plan to use terms and 

relations in the next phase of the ProvCaRe project to generate provenance RDF graphs 

corresponding to provenance of research studies described in published articles. Figure 1 

illustrates an overview of the ProvCaRe-NLP pipeline. The ProvCaRe-NLP tool extends the 

cTAKES pipeline and uses the following modules to process biomedical text:

1. Sentence Detection: Using the cTAKES sentence boundary detector module, 

which is based on the OpenNLP maximum entropy sentence detector tool, the 

ProvCaRe-NLP uses the occurrence of punctuation marks to detect the end of a 

sentence. The punctuation marks include period, question mark, and exclamation 

mark [14].

2. Tokenization: The ProvCaRe-NLP uses the cTAKES tokenizer to parse tokens 

from a sentence using space and punctuation marks for words and acronyms as 

well as dates as special case [14].
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3. Part-of-speech Tagging: The ProvCaRe-NLP part of speech (POS) tagging 

module uses normalization rules to map variations in lexical properties of tokens 

as part of the preprocessing step, which builds on the cTAKES POS tagging 

module.

4. Shallow Parsing: The noun phrases detected from the previous steps are parsed 

by the cTAKES shallow parser module.

5. Provenance Named Entity Recognition (NER): The output from the shallow 

parsing step is annotated using ontology classes that correspond to the terms 

defined in the ProvCaRe framework. As we discussed earlier, the provenance-

specific NER is a key task of the ProvCaRe-NLP pipeline and requires use of 

multiple ontologies as reference terminology.

In the following section, we describe the details of the ProvCaRe framework and its use to 

characterize provenance metadata described in biomedical article.

3.1 The ProvCaRe Framework for Representing Provenance Metadata Associated with 
Research Studies

In collaboration with sleep medicine researchers working in the NSRR project, we identified 

the requirement set of provenance metadata elements, which can be classified as 

subcategories of the three core ProvCaRe components:

1. Study method and its subcategories: The various aspects of a scientific 

experiment, including how the data are collected as well as processed; how the 

data are analyzed; the method used to perform interventions in a biomedical 

research study (e.g., use of a new clinical drug); and the protocol used in the 

study (e.g., observational study or interventional study) are modeled as part of 

the Study method. The provenance information modeled in the Study method 

category also consists of data processing techniques used before and during data 

analysis.

2. Study data and its subcategories: A biomedical research study involves 

collection and analysis of a variety of data, for example the participants in a 

research study are often selected based on a set of inclusion and exclusion 
criteria. Similarly, the time values associated with the study data are also 

important provenance information.

3. Study tool and its subcategories: The various categories of instruments, both 

hardware and software tools, used in a research study represents essential 

provenance information, which is required for scientific reproducibility. For 

example, multi-contact intracranial electrodes used to record EEG data in 

epilepsy patients. The Study tool category also includes the software data 

analysis tools used in a research study, including statistical analysis package such 

as R or SAS.

Table 1 shows the provenance information extracted from a research study that evaluated the 

effects of providing oxygen at night and continuous positive airway pressure (CPAP) in 

patients with obstructive sleep apnea on measures of cardiovascular risk [17].
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3.2 The ProvCaRe Ontology: Extending the W3C PROV Ontology

The W3C PROV specifications define a set of common classes and relations to model 

provenance information in various application domains [18]. As part of the ProvCaRe 

project, we have extended the PROV-O to model provenance information required to support 

scientific reproducibility in biomedical domain. The ProvCaRe ontology models the three 

core provenance metadata elements together with subcategories of provenance information 

described in the previous section as subclasses and subproperties of PROV-O. The 

provcare:StudyMethod1 is modeled as a subclass of PROV-O Activity class. The 

provcare:StudyData is modeled as subclass of the PROV-O Entity class. The 

provcare:StudyTool class is modeled as subclass of the PROV-O Agent class and 

models different types of instruments based on their function (e.g., 

provcare:DataAnalysisInstrument) and their modality of recording data (e.g., 

provcare:ImagingInstrument). A key design feature of the ProvCaRe ontology is that 

it can be used together with existing biomedical ontologies, for example SNOMED CT and 

GO, which model the biomedical domain are a far greater level of granularity and coverage. 

We have developed a post coordination-based ontology modeling approach that allows the 

ProvCaRe ontology classes to be combined with existing biomedical ontology classes in a 

postcoordinated expression.

4. Results

A simple search for the keywords “sleep research” in the National Center for Biotechnology 

Information (NCBI) PubMed tool returns more than 69,000 articles, which demonstrate the 

large amount of research studies conducted in the sleep medicine domain. Therefore, the 

evaluation of the ProvCaRe-NLP pipeline using peer-reviewed articles in the sleep medicine 

domain is a representative approach for the wider biomedical research domain.

3.2 Comparison of MetaMap, NCBO Annotator and ProvCaRe-NLP tool

As described earlier, the MetaMap tools uses the UMLS as a reference knowledge model for 

the NER task, while the NCBO Annotator tool uses the biomedical ontologies listed at 

NCBO for the NER task. During our preliminary evaluation, we used the research study 

reported by Gottlieb et al. [17] as example and processed the full article using MetaMap and 

NCBO Annotator. A review of the results showed that although both MetaMap and NCBO 

Annotator successfully identify many domain-specific terms in the two articles, they did not 

detect provenance-specific information required to support scientific reproducibility. The 

primary reason for this limitation of these two tools is the lack of a provenance-focused 

ontology in both UMLS and the NCBO. Following our preliminary evaluation, we use the 

full corpus of 20 articles to evaluate the recall of MetaMap, NCBO Annotator, MetaMap and 

NCBO Annotator together, and finally the ProvCaRe-NLP together with MetaMap as well 

as NCBO Annotator.

1 Courier New font is used to represent ontology classes. The provcare namespace refers to http://www.case.edu/ProvCaRe/
provcare. The ProvCaRe ontology is available at: https://sites.google.com/a/case.edu/bmhinformaticsgroup/research/provcare/
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Table 2 shows the comparative evaluation of three tools using “recall” as a measure of 

comparison. The recall measure M is computed using the total number of provenance-

related terms extracted by each NLP pipeline, PMetaMap, PNCBO, and PProvCaRe, and the 

provenance terms in the gold standard Pgoldstandard, which can be represented as

The results in Table 2 shows the effectiveness of the ProvCaRe-NLP pipeline, which 

aggregates entities that are identified using UMLS, the ontologies listed at NCBO, and the 

ProvCaRe ontology. The ProvCaRe-NLP achieves nearly 100% recall in terms of extracting 

provenance information from biomedical text (using the manually extracted provenance 

metadata by domain expert as “gold standard”). During our initial evaluations, we noticed 

that the primary source of provenance information in published articles are three sections: 

the Abstract of the article, the Method section that describes the details of the research study, 

and the Results section that describes the data analysis methods used in a research study 

(e.g., statistical model). Table 2 lists the recall measure for processing the complete article 

and the three specific sections. The results show that there is minor improvement in the 

recall measure if the NLP pipeline processes the full article as compared to only three 

sections of the article.

5. Conclusions and Future Work

The increasing significance of provenance metadata in supporting transparency and 

scientific reproducibility can be assisted by the development of automated techniques to 

extract provenance from biomedical literature. Therefore, we have developed a NLP pipeline 

that leverages both provenance and biomedical domain ontologies to accurately identify and 

extract provenance metadata as part of the ProvCaRe project. The ProvCaRe-NLP pipeline 

combines the extensive coverage of the biomedical domain by existing NLP tools such as 

MetaMap and the NCBO Annotator together with focused provenance NER task to 

accurately identify provenance terms corresponding to the three components of the 

ProvCaRe framework. We demonstrate the effectiveness of the ProvCaRe-NLP pipeline 

using 20 peer-reviewed articles as text corpus. As part of our ongoing and future work, we 

are extending the functionalities of the ProvCaRe-NLP pipeline to identify and extract 

relationships linking the provenance terms by leveraging properties modeled in the 

ProvCaRe ontology. We aim to use the ProvCaRe-NLP pipeline to populate a provenance 

knowledgebase for use by biomedical researchers for querying and exploration.
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Figure 1. 
The ProvCaRe-NLP pipeline consists of five distinct phases that extracts provenance 

information from biomedical text. The pipeline extends the cTAKES tool to use a 

provenance-specific ontology together with UMLS (MetaMap) and biomedical ontologies 

listed at NCBO.
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Table 1

Provenance Metadata Extracted by Domain Expert from Biomedical Article on Sleep Medicine Research

Study Method Data Analysis Interventions Comparison Data Collection Method

CPAP versus 
Oxygen in 
Obstructive Sleep 
Apnea, Gottlieb et 
al. 2014

Analysis, effect, CPAP, 
nocturnal, oxygen, 
supplementation, 24-hour mean 
arterial pressure, markers of 
cardiovascular risk, patients, 
established, coronary heart 
disease, multiple, cardiovascular 
risk factors

CPAP, Nocturnal, 
supplemental, 
oxygen, Healthy 
Lifestyle education

CPAP, nocturnal, 
supplemental, 
oxygen, 24-hour 
mean arterial 
pressure

Ambulatory, blood pressure 
monitoring, Blood, samples, 
fasting, glucose, insulin, low-
density lipoprotein cholesterol, 
high-density lipoprotein 
cholesterol, total cholesterol, 
triglycerides, protein, C-reactive 
protein

Study Data Study Population Study Variables

CPAP versus 
Oxygen in 
Obstructive Sleep 
Apnea, Gottlieb et 
al. 2014

Patients, years, age, established, 
coronary heart disease, multiple, 
cardiovascular risk factors, 
Berlin, questionnaire, scores, 
home, sleep testing, apnea-
hypopnea index, events per hour

24-hour mean arterial blood pressure, Fasting, glucose, insulin, low-density 
lipoprotein cholesterol, high-density lipoprotein cholesterol, total cholesterol, 
triglycerides, protein, C-reactive protein, levels

Study Tools Instrument Software Tools

CPAP versus 
Oxygen in 
Obstructive Sleep 
Apnea, Gottlieb et 
al. 2014

Berlin Questionnaire. Epworth 
Sleepiness Scale. Embletta Gold 
portable sleep monitor with 
nasal cannula pressure 
transducer, oronasal thermal 
sensor, inductance 
plethysmography, and finger-tip 
pulse oximetry sensor. Three-
lead electrocardiography

None specified
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