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Abstract. In this paper, we propose a density-aware pedestrian pro-
posal network (DAPPN) for robust people detection in crowded scenes.
Conventional pedestrian detectors and object proposal algorithms easily
fail to find people in crowded scenes because of severe occlusions among
people. Our method utilizes a crowd density map to resolve the occlu-
sion problem. The proposed network is composed of two networks: the
proposal network and the selection network. First, the proposal network
predicts the initial pedestrian detection proposals and the crowd density
map. After that, the selection network selectively picks the final propos-
als by considering the initial proposals and the crowd density. To validate
the performance of the proposed method, experiments are conducted on
crowd-scene datasets: WorldExpo10 and PETS2009. The experimental
results show that our method outperforms the conventional method and
achieves near real-time speed on a GPU (25 fps).

1 Introduction

1.1 Motivations and Objectives

Pedestrian detection is one of the most important tasks in computer vision.
Recently, deep convolutional neural network (DCNN) based pedestrian detec-
tors [7,10,14,18] have achieved state-of-the-art performance. DCNN-based
detection systems mainly have two stages: First, numerous object candidates,
often called “proposals,” are extracted as preprocessing through regression on
possible locations of pedestrians. Second, DCNN-based detector classifies the
proposals and determines the final detections. Since regions except the propos-
als in image are ignored, high-quality proposals could improve detection perfor-
mance by rejecting false positives and make whole detection speed faster than
using the traditional sliding window methods. Therefore, generation of high-
quality proposals is essential for fast and accurate object detection.

In this work, we focus on the challenging crowded scene as shown in Fig. 1.
Our goal is to find high-quality pedestrian proposals in highly crowded scenes.
The main difficulty of generating pedestrian proposals in a crowded scene is
caused by severe occlusions among people. Commonly used pedestrian proposal
methods, such as LDCF [11] or ACF [4] detectors, are known to show a weak
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Fig. 1. (a) An example of a crowded scene. (b) The results of the LDCF detector [11].
The black boxes are missed pedestrians, and the red boxes are the correctly detected
pedestrians (IoU > 0.5). (c) The crowd density map of the scene. (d) The results of
the proposed methods. (Color figure online)

performance in a crowded scene with severe occlusions as shown in Fig. 1, which
results in slow speed compared with other fast proposal algorithms [14,21]. How-
ever, these methods [14,21] do not consider the occlusion and just try to detect
each pedestrian independently. Therefore, understanding the occlusion patterns
in the whole scene is the key factor to solve this crowded-scene pedestrian pro-
posal problem.

In this paper, we propose a density-aware pedestrian proposal network
(DAPPN) to solve the occlusion problem in a crowded scene. We observe that
there exists an intimate relationship between crowd density and people detec-
tions. For example, a high-density region is more likely to have occlusions of
people than a lower-density region. Following this observation, we propose a
pedestrian proposal network that considers crowd density in a global view. The
proposed DAPPN is composed of two networks: the proposal network and the
selection network. The proposal network predicts a density map in a crowded-
scene image in addition to rough pedestrian proposals as bounding boxes by
RPN [14]. The coarse proposals from RPN [14] are quite useful but not enough
to handle the severe occlusion case. In order to obtain high-quality pedestrian
proposals in a crowded scene, we introduce a density-aware selection network.
The selection network selectively picks the final pedestrian proposals by consid-
ering both the coarse proposals and the crowd density from the proposal network.
Since the structure of the proposed network still forms a feed-forward network,
the forward pass takes only 40 ms on a GPU.

In experiments, we evaluate the recall performance of our method in the pop-
ular crowded-scene datasets: WorldExpo10 [20] and PETS2009 [1]. The exper-
iments show that the proposed method outperforms the conventional proposal
generation algorithms.

1.2 Related Works

Pedestrian Detection. Traditional pedestrian detectors such as DPM [6],
ACF [4], and LDCF [11] utilize low-level features to recognize people in images.
As a result of their simple and efficient structure, they have demonstrated
promising detection quality with acceptable speed using only CPUs. In recent
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Fig. 2. The framework of the proposed system.

years, DCNN-based detectors [7–9,17] have achieved excellent performance in
object classification and detection challenges such as PASCAL VOC [5] and
ILSVRC [15]. These DCNN-based detectors strongly require high-quality object
proposals as preprocessing. In a crowded scene, Ouyang et al. proposed pedes-
trian detectors handling occlusions by modeling the visibility of individual pedes-
trian [13] and training occlusion patterns of two coupled people [12]. However,
they had difficulty in handling the global occlusion patterns in a crowded scene
since they only regard partial occlusions in a local perspective.

Object Proposal. Using the object region proposals in images, object detec-
tion algorithms can be faster with significantly reduced search space than using
the sliding-window -based searching strategy. Also, one can expect a better
precision performance by rejecting false positives during the object proposal
process than using the sliding window method. There is a wide literature on
object proposal methods based on a segmentation approach [2,3,16] and low-
level features [21]. The segmentation-based methods promise high-quality object
proposals; however, they have a computational bottleneck in object detection
because of their time-consuming procedure. EdgeBoxes [21] utilizes edges to
provide reasonable proposal quality and fast speed within 1 second. Ren et
al. proposed a DCNN-based object proposal algorithm, Region Proposal Net-
work(RPN) [14]. It achieved a high detection rate and near real-time speed with
the help of GPU computing. However, the above mentioned proposal methods
do not consider the severe occlusions in image; therefore, they have difficulty
dealing with a crowded scene.

2 Density-Aware Pedestrian Proposal Networks

The overall framework of the proposed system is illustrated in Fig. 2. The pro-
posed system is composed of two networks: the pedestrian proposal network
(PPN) and the density-aware selection network (DASN). The convolutional fea-
ture map is extracted from the pre-trained convolutional network. The PPN
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Fig. 3. The proposed density-aware pedestrian proposal network. The network is com-
posed of mainly two parts: pedestrian proposal network, and density-aware selection
network. Details of the network are described in Sect. 2.

predicts the initial proposals and the crowd density map. Since the initial pro-
posals from the PPN are independently predicted in local view, the occlusion
patterns are not considered. For the global view, the DASN selects the final
pedestrian proposals from the initial proposals and the crowd density map. The
detailed network structure of the proposed density-aware pedestrian proposal
network (DAPPN), is illustrated in Fig. 3.

In Sect. 2.1, we describe the structure of the pedestrian proposal network and
the designed multi-task loss function to jointly predict proposals and the density
map. In Sect. 2.2, we introduce the density-aware selection network which decides
the final pedestrian proposals considering overall scene occlusions.

2.1 Pedestrian Proposal Networks

For the convolutional feature map, we use the 13 layers of VGG-16 model [17]
which is pre-trained on ImageNet Dataset [15]. The convolutional feature map
has the size W × H and each cell has 512-dimensional depths. The feature vec-
tor of each grid (1 × 1 × 512) is fed into the fully connected module to predict
n proposals and the crowd density of the grid location (n=24 in our experi-
ments). The fully connected module has an intermediate layer to encode fea-
tures into 256-dimensional vectors. The encoded features are passed through
three type of output layers: classification layer to determine the confidence of
the proposal, regression layer to localize the proposal’s bounding box(bbox), and
density regression layer. The classification, bbox regression, and density regres-
sion layers output n classification scores, 4n bbox coordinates [x, y, w, h], and
the scalar value of crowd density at the grid location respectively. Over all the
grid locations, the network outputs (W × H × n) bounding boxes with scores
and crowd density map whose size of (W × H). The fully connected layers are
shared for the features of every grid positions. The shared network reduces a
risk of overfitting problem [14].
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Anchors. We follow [14] to simultaneously predict multiple pedestrian proposals
at each feature location. To regress n bounding boxes at each grid location, each
grid has n anchors as the reference of proposal bounding boxes. An anchor is
represented by the related location (ax, ay) from grid center and its size (aw, ah).
To train the network stably, the anchors should have similar sizes and positions
with the true bounding boxes. In order to train anchors, the bounding boxes of
training data are grouped into k clusters with their sizes (w, h). In our experi-
ments, we used K-means clustering algorithm (k = 6). And also each feature grid
is divided into 4 sub-regions, having k anchors in each sub-region. Therefore, the
number of predicted bboxes at each grid becomes 24 (n = 4k).

Multi-task Loss Function. To train the pedestrian proposal network, we first
assign the binary labels (true or false) to the predicted bboxes. For each ground
truth box, we select a the predicted box with the highest Intersection-over-
Union(IoU) ratio. The selected boxes mean positive samples and the labels are
assigned as true. The predicted bboxes who are not selected as corresponding to
a ground truth are assigned as negative samples and the labels are assigned as
false. If IoU ratio of the selected box is below than 0.5, which means the selected
box is not matched well with the ground truth box, then the selected box is
treated as negative labels.

Using the assigned labels, we optimize the objective function in order to
jointly predict the bounding boxes of proposals and the crowd density map. We
formulate the multi-task loss function inspired by the loss function of Fast R-
CNN [7]. Letting optimization variables ci and bi be the confidence score and
bounding box representation for the i-th anchor, and additional variable d be
the vectorized density map, the loss function is defined as follows,

Loss({ci}, {bi},d) =
λc

Np

∑

i

Lconf (ci, c
∗
i ) +

λb

Np

∑

i

c∗
i Lreg(bi, b

∗
i ) + λdLden(d,d∗),

Lconf (ci, c
∗
i ) = c∗

i log σ(ci) + (1 − c∗
i ) log(1 − σ(ci)),

Lreg(bi, b
∗
i ) = ‖bi − b∗

i ‖1,

Lden(d,d∗) = ‖d − d∗‖2, (1)

where (·)∗ indicates the ground truth of (·), Lconf , Lreg, and Lden denote the
confidence score loss, bbox regression loss, and density estimation loss respec-
tively. The loss terms are weighted by the parameters λc, λb, and λd, and the
number of samples Np. In the confidence score loss, σ(·) denotes the sigmoid
function and we use the sigmoid cross entropy loss for binary classification. The
bounding box representation (bi and b∗

i ) is expressed by the parameterized coor-
dinates [7]. The regression loss is given by L1 norm and triggered only for the
positive samples (c∗

i = 1). The density estimation loss is given by L2 norm.

2.2 Density-Aware Selection Network

The pedestrian proposals from pedestrian proposal network, called initial pro-
posals, are independently generated from each grid of the convolutional feature
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map. Therefore, since they are not considering the whole scene, the initial pro-
posals may contain redundant proposals or miss pedestrians in the occlusion
situation. We address this problem by considering the crowd density map. For
example, high-density regions have high probability of occlusion, therefore the
abundant proposals are needed. Conversely, in low-density area, since the pro-
posals are likely to be false positives, a small number of proposals are necessary.

The proposed density-aware selection network (DASN) generates the final
proposals from the initial proposals by awaring the crowd density map. As shown
in Fig. 3, the DASN consists of two fully connected layers. The total output of
the proposal network for all grids (W × H) are aggregated and vectorized into
(W × H × (5n + 1)) dimensional vector. This vector, which contains the entire
proposals (bboxes and scores) and the density map, is fed into the selection
network as input. Through the 1024-dim intermediate layer, the output layer
predicts (W × H × n)-dim final bbox confidence scores.

The objective of the selection network is to re-score the confidence scores
of proposals in global view. Similarly to the PPN, we assign the positive label
(s∗

i = 1) to i-th proposal bbox when the proposal is matched with ground truth
bbox (IoU > 0.5), otherwise, negative label (s∗

i = 0) is assigned. The loss function
of DASN is defined as follows,

Loss({si}) =
1

Ns

∑

i

‖si − s∗
i ‖2, (2)

where si is the predicted score of i-th proposal and s∗
i is the ground truth label.

We empirically select L2 norm to optimize the selection network.

3 Experiments

In the experiments, we used intel i5-2500 CPU, 16 GB RAM, and NVIDIA
GTX970 GPU. The implementation of the proposed system was based on mat-
ConvNet library [19] and the experiments were performed using MATLAB
2015B.

3.1 Implementation Details

The image size was set to 576× 720 in both training and testing procedures and
the convolutional feature map was designed to have (18 × 23 × 512) dimensions.
All the convolutional layers from VGG-16 [17] were initialized by the pre-trained
model for ImageNet classification [15]. The fully-connected layers in both PPN
and DASN were initialized with a zero-mean Gaussian distribution with standard
deviation 0.01.

The proposed network was trained on WorldExpo dataset containing 3374
training images. The parameter settings are illustrated in Table 1. The learning
rate η to 10−6 for the first 20 epochs of the training data whereas to 10−7 for
next 40 epochs. The training parameters for our network were determinded by
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Fig. 4. An example of generating bounding boxes using annotated head positions and
perspective map of WorldExpo’10 dataset [20]. (a) the annotated head positions of
pedestrians. (b) the given perspective map. (c) the estimated bounding boxes.

referring to the settings of Faster R-CNN [14]. The weight parameters of the
multi-task loss function in (1) were introduced to adjust the relative importance
of each loss term. Total 18×23×24 = 9936 predicted proposals were extracted per
image but the number of true pedestrians were hundreds at most. Therefore, the
negative samples became dominant and this would lead to biased training results.
To avoid the bias, we randomply sampled equal number of positive proposals and
negative proposals (128 each) as for the training samples.

3.2 Experiments on WorldExpo’10 Dataset

We developed two-step training scheme to train the proposed network. We first
trained PPN and the convolutional networks by back-propagation and stochastic
gradient descent (SGD) with the ground truth bboxes and density map. In this
step, the PPN is trained to produce initial proposals and crowd density map.
After the training the PPN, then we trained the DASN using the ground truth
bboxes to suggest the final proposal scores. In this step, the PPN was fixed
and only the two fully-connected layers of the DASN were trained by back-
propagation and SGD.

Table 1. Parameter Settings

Symbol Definition Values

λc Weight of the confidence score loss 1

λb Weight of the regression loss 1

λd Weight of the density estimation loss 1
128

Np Number of samples (proposal network) 256

Ns Number of samples (selection network) 256

η Learning rate 10−6 to 10−7

γ Weight decay 0.0005

μ Momentum 0.9
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Fig. 5. Comparison of different methods in pedestrian proposal on WorldExpo’10
dataset.

The Ground Truths. The WorldExpo’10 dataset [20] is a crowd counting
dataset including 3875 images from 108 scenes, which provides the annotated
head positions of people and the perspective map of scenes. Although this dataset
is an excellent large-scale dataset for crowd counting, it has no annotated bound-
ing boxes which is essential for the purpose of pedestrian detection. Therefore,
we estimate bounding boxes using the given head position and perspective maps
of the dataset and use the boxes as the ground truth. As shown in Fig. 4, the
locations and sizes of the crowd people are easily estimated by predicting the
size of pedestrian using the perspective map. We assumed the aspect ratio of
pedestrian should be consistent and fixed by 3 (width/height). In addition, since
the proposed method utilizes the crowded density map, the ground truths of the
crowd density should be constructed. The density map of an image has 18 × 23
cells and each cell counts the number of ground truth bboxes of the image whose
center is inside the cell.

Processing Times. One strong point of our method is the speed much faster
than that of LDCF [11] or EdgeBoxes [21]. Since the proposed network forms a
feed-forward network, the forward pass for a test image (576 × 720) takes about
40 ms on a GPU (25 fps).

Evaluation. We used 3376 images for training the proposed network and 599
images for testing in the same setting of [20]. The trained DAPPN was also used
for the crowd-scene dataset PETS2009 [1]. To evaluate the effectiveness of our
algorithm, we compared various methods such as LDCF, PPN, PPN+Naive, and
DAPPN (the proposed method). We trained the LDCF detector using training
images of WorldExpo’10. Since the performance of LDCF is affected by the size
of test images, we empirically resized the test images two times to achieve the
best performance of LDCF. In order to validate the pedestrian proposal networks
(PPN) in Sect. 2.1, the initial proposals from PPN were evaluated. In addition,
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we developed a naive approach (PPN+Naive) which re-weights the confidence
scores of PPN by multiplying their density values.

The quantitative results are shown in Fig. 5, where the recall performance
(IOU > 0.5) is depicted versus the number of proposals per image. As shown in
the Fig. 5, PPN, PPN+Naive, and the proposed method outperformed LDCF
detector. PPN and PPN+Naive show almost the same results even though
PPN+Naive approach re-weights the confidence scores of PPN using the crowd
density. The reason is that since the ground truths of crowd density are provided
into PPN in training phase, the trained PPN contains enough crowd density
information. Figure 7 shows the qualitative comparisons of LDCF and the pro-
posed method. The black boxes mean the missed pedestrians and the red boxes
represent the correctly detected pedestrians. The top-300 scored pedestrian pro-
posals are illustrated in Fig. 7. The proposed method shows the better proposal
performance than LDCF in the crowded region. On the contrary, LDCF has
an advantage to detect the isolated pedestrians in non-crowded region. Since
the proposed method depend on the crowd density, the confidence scores of the
proposals in low density region are tend to be low.

3.3 Experiments on PETS2009 Dataset

The purpose of PETS2009 [1] dataset is to provide crowded scenes and people
annotations to analyze the behaviors of the occluded people. We performed
experiments in S2L2 and S2L3 scenes with 656 images. In these scenes, more
than 20 people are walking around with heavy occlusions. The test images were
resized to 576 × 720 to fit the proposed network input size. The qualitative and
quantitative results are shown in Figs. 6 and 8 respectively. The test settings
for LDCF detector and the proposed method were the same as Sect. 3.2. The
recall performance of the proposed method outperformed PPN and LDCF [11].
As shown in Fig. 8, our method successfully localized the pedestrians in the
situation of severe occlusions while LDCF failed to find the occluded people.
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PETS2009 S2L3PETS2009 S2L2

Fig. 6. Comparison of different methods in pedestrian proposal on PETS2009 dataset.
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LDCF Proposed MethodDensity EstimationInput Image

Fig. 7. Examples of the qualitative results on WorldExpo’10 dataset. The black colored
bounding boxes denote the missed ground truths and the red boxes mean the true
positives. (Color figure online)

LDCF Proposed MethodDensity EstimationInput Image

Fig. 8. Examples of the qualitative results on PETS2009 dataset.

4 Conclusion

In this paper, we proposed a density-aware pedestrian proposal network to solve
the occlusion problems in crowded scenes. Since the traditional pedestrian detec-
tors [6,11] or object proposal methods [14,21] try to find pedestrians in a crowded
scene without considering the occlusions, performance degradation often occurs.
The proposed method utilizes a crowd density map in order to generate pedes-
trian proposals robust against severe occlusions. We have designed the proposal
network to produce initial proposals and the selection network to determine the
final proposals using crowd density. We have evaluated the proposed method
on WorldExpo10 [20] and PETS2009 [1] datasets. The experiments verified the
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effectiveness of the proposed method by comparing it with the conventional
method LDCF [11].

References

1. http://www.cvg.reading.ac.uk/PETS2009/a.html (2009)
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