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Abstract—An important issue in public goods game is whether  merging, emerging and/or dissipating rather than preserii
player's behaviour changes over time, and if so, how signifant measure of how much change has occurred in each cluster (i.e.
it is. In this game players can be classified into different goups  in which ratio items change their membership from one cluste

according to the level of their participation in the public good. into another).
Thi; problem can be considered as a concept drift problem by
asking the amount of change that happens to the clusters of External cluster validity is primarily used to check the

players over a sequence of game rounds. In this study we pre#e  herformance of clustering algorithms by measuring the dif-
a method for measuring changes in clusters with the same itef  fayance petween ground truth labels given to the items by
over discrete time points using external clustering validéon experts and the group in which they have been placed by

indices and area under the curve. External clustering indies - : :
were originally used to measure the difference between sugsted a clustering algorithm[[12]. This study uses external @ust

clusters in terms of clustering algorithms and ground truth labels ~ Validity measures like variation of information |13]andear
for items provided by experts. Instead of different clusterlabel under the curve of receiver operating characteristic [1s}] a
comparison, we use these indices to compare between clustaf ~ Scaler measures, to show the amount of items that jumped from
any two consecutive time points or between the first time poin  one cluster to another between two consequent time poiats. T
and the remaining time points to measure the difference beteen  accomplish this measurement, the items should be clustered
clusters through time points. In theory, any external clusering  separately in every time point. As the clustering is perfedm
indices can be used to measure changes for any traditional én- 4t 3 single time point, which eliminates the time dimension
Leorrrﬁo;?;)ne‘z";:tﬁgtn%a?rlggghgy C:gfn;grg‘?n;gﬁ;;zgtn alr:‘grt't?:g for the collected data about items, theoretically any tiaal
public goods game, our results indicate that the players are (non-te_mporal) clustering algquthm _sh_ould be sufflcmft_er
changing over time but the change is smooth and relatively clustering, an external clustering validity measure Cmfy .
constant between any two time points. the amount of changes between clusters at any two time points
With the public goods game data, each game round is used as
Keywords—clustering; external cluster validity; measuring  a time point so that players are clustered in each time point
change over time; temporal data using k-means algorithm, then clusters of each time poiat ar
compared with the first round to measure the amount of change
in the players’ strategies using multiple external clustgr
validity measures and area under the curve. The results show
In experimental economics there is an interest in howthat players’ strategies (their original clusters in thstfiound)
players of public goods game change their strategy duringhange from one time point into another at a slow rate. To
multiple rounds of the game play and jump from one typecompare our results, public goods games data were alsal teste
of player into another]1], such as changing from conditionausing MONIC, which is a method of detecting changes among
co-operator to free rider behaviour (game and player types aclusters in the data stream. The results show that there is a
described in detail in later sections). This change can ba se periodic change in clusters as they disappear and otheecdus
as a drift from the original label assigned to the players. Afare emerging, but this is inconclusive as there is no inainat
defined by Widmer et al[[2], concept drift is an unexpectedof whether the change originated from players’ strategies o
change from the targeted future estimation due to uncatmlila from the nature of algorithm, as it reduces the effect of tide o
hidden contexts in the system. Tsymbal [3] identified twoetyp items in the cluster and removes them after two time points.
of concept drift: sudden and gradual. This work presents a
method to measure the quantity of the change occurringnvithi
populations in any two different time points. Il. BACKGROUND AND RELATED WORK

I. INTRODUCTION

There are many methods in machine learning for classifi- This work uses data of public goods game as a case
cation, with the existence of concept drift [4]}-[6] and matk  study and multiple data mining principles like externalstéar
to detect it [7], [8]. Moreover measuring changes in cluster validity, area under the curve and data analysis methods
for different time points are well studied in data analysis,of detecting changes of clusters in the data streams. These
especially for data streamls| [9]=]11]. However, these natho subjects are reviewed in the next few sections, providirg th
aim to find overall patterns of change in clusters’ locatgime, relationship between the subject and our study.
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A. Public Goods Game ingness to contribute when other players contribute

Public good is any type of services or resources that cannot more.

be withheld from individuals without competition to benefit Free Riders: players who do not contribute to the
from these resources and services due to their charaerist project regardless of other players’ contribution status.
of being non-rivalry and non-excludable J15]. Examples for
public goods are: city parks as all citizens can attend thik pa
while a fraction of them are paying to maintain them, and
Street Lights which is useful for everybody while only tax
payers are contributing in keeping them alive. Public goods Others: players with no clear pattern in their contri-
game is an experimental game that simulates real situatibns bution style.

public good in a lab with restricted conditions and focused

purposes to conduct experiments. There are many slightlg. External Cluster Validity

different variations of this game, however the data whick ha L . .
been used in this paper as a case study is based on the mode| EXtérnal criteria validate results based on some predefined
of Fischbacher et al [16]. structure for data that is provided beside clustered daftarin

_ _ _ of labelling. The main task of this approach is to determine a
The public goods game experiment of Fischbacher et adtatistical measure for the similarity or dissimilaritytiveen
[16] consists of four players, each of whom has a choicepbtained clusters and labels [12], [18].
o contribute in a project representing the public goodeAft 1) Variation of Information: This index measure is based

all players made their choices of contribution the game will ’ table which | trix with & wh
finish and their final outcome will be revealed to them. Player on contingéncy table which 1S a matrix wiinx i, where r
are then redistributed to play with other new partners forS number of produced clusters and k is number of externally

another round of the game. However, players might adjust theprowded c!usters. Each element of this matrix containsimem
strategy of contribution and learn general players’ betavin of ag_reed instances between any two clusters of the exlxernal
previous games. For every round each player has 20 tokens q%;_ov_lded and produced clust_ers. As _mtroduced by Meil [19],
play with representing money, which they can contributéit S index calculates mutual information and entropy betwe
and after the end of the experiment they will be eXCh(,mgeg‘rewously provided and produced clusters derived from- con

Triangle Contributors: players whose contribution rise
to a point then starts to decline afterward regarding
other players’ contribution.

; ; . -fIingency tableV1(C,T) =2H(T,C)— H(T)— H(C), where

m{t)f:lghig;cﬁymto real money to ensure that players are playin is produced clusters arffl is ground truth clusterstif (C')
' is entropy ofC' and H(T') is entropy ofT.

Gaining the maximum amount of tokens is the main goal

of each player, and it is the basis for determining whether .2) PairTV\_Ase Measures: There are multiple g)gternal clus-
i(;rlng validity measures (e.g. Jaccard Coefficient, Fosvke

players change their behaviour in the next round or not. A allows Measure and Rand Statistic) which use the partition

each player has 20 tokens, they can contribute all, noneyor a : ; : .
amount to projects representing public good, so that thed tot and clusterllabel |nf0rmat|or] over all pairs of poirits][18].
any two pairs of points are in the same cluster and have the

amount of contribution of all players and its extra benefit wi . s
be distributed between them evenly. The amount of gain for ame Iab_el then they will be counted as true positive (TP). If
ey are in the same cluster but have different labels, they a

playeri (gain;) is demonstrated by the equatigain; = 20— ¢\ positive (FP). If a pair of points is in different clest

4 . . o
9i +0.4%7;_, g; , whereg; is the player's own contribution and each point has different labels, this is true negativ)(T

and g; represents all players’ contributions. To illustrate this . L .
= ; ; X . otherwise, the pair is false negative (FN)|[20]. Each of ¢hes
equation: (1) if no player contributes in the project theohea measures uses the following equations:

will end up with 20 tokens as they started; (2) if all players

contribute with 10 tokens then each player will end up with ¢  Jaccard Coefficient is function of TP pairs over all

20-10+0.4 (10+10+10+10) = 26 tokens; and (3) if only one . %P

player contributes with all 20 tokens while the others do not pairs except for TN So thatC' = TP+ FN + FP’

cqntripute, then she will end up with 8 tokens while all other Rand Statistic is fraction of agreed pairs (that is TP

will gain 28 tokens. . TP+ TN
and TN) over all pairs. So thaRS = N

However, regardless of players’ potential adjustment of where N is number all pairs.

their contribution behaviour during multiple rounds (1@mnas
or more), economist$ [17] classify them based on a contribu- e Fowlkes-Mallows Measure is a function of overall

tion table of static data filled once by the players prior to precision and recall values, which makés\/ =
the game rounds. This table consists of players’ answers for i e h - TP

a hypothetical rounded average contribution of others.t Tha Vrecall X pricition w e;r; reca TP+ FP
is, for each possible contribution from 0 to 20 tokens, as an o B B
average, from her partners she should decide how much she and pricition = TP+ FN so that MF" =
is willing to contribute. Naturally, this initial willingass for TP

contribution might change due to the factor of learning abou \/(Tp + FN)(TP + FP) '

other players’ contribution behaviour, which causes cptce

drift throughout game time points (rounds). The classes as 3) Area Under the Curve: Area Under the Curve (AUC)
defined by economists are: of receiver operating characteristic (ROC) is a scalar meas

originally used by Bradley [14] to calculate the performané
e Conditional Co-operator: players who show more will- machine learning algorithms, such as classification. Th€ RO
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curve is a graph of true positive rate (TPR) and false pa&sitivabsorbed, disappear, emerged etc., which is a good inaficati
rate (FPR) of the predicted classifier's result comparedéo t for detecting change, but it does not specify its magnitude.
real class for each item, so that AUC is the area under the

ROC curve whose value can be between 0 and 1. Methods of I1l. M ETHODOLOGY

calculating AUC vary according to the nature of application ) ] ) )

and available data. In this study we implemented R language 10 measure changes in the items’ behaviour or drift from
[21] using the trapezoidal method of Fawcéttl[22]. The multi their original status there should be at least more than one

class AUCs are calculated using the equation of Hand and Tifleading for the same attributes under consideration agrdiff
23] auc = S aues, wherec is number of clusters ent time points. The data should be separated into multiple

Ccle—1 segments based on the number of consequent readings of
andaucs is a set of AUC between any two classes. items’ attributes so that each segment of data containsgtesin
value of these readings. The items of each time point should

4) Measuring Cluster Changes in Data Sreams: Many o ¢jystered using same clustering algorithm and identical
techniques and methods are introduced to track clustegeisan . o tars (like number of clusters)

in data streams, each of which focuses on different aspects
of change that happen in clusters, like location, dimension After clustering, each item in every time point will be a
and existence. Furthermore, different ways of dealing withmember of a single cluster. For consequent time points items
data and clustering have been presented, such as MONI@ight belong to the same clusters or they might drift from one
model [24], which targets detecting cluster transition rove cluster into another. We might be able to quantify the amount
accumulated data. This method provides an ageing functioaf drifts (change of label) between any two time points by
for clustering data, which prioritizes new records over oldusing external cluster validity indices.

ones, and eliminates records older than two time pointss Thi . . .
model relies on accumulated data over time to detect clustefr .tAs explained pret\\/l:,ou§ly, {ur}ctlczﬂs_of elxteirrt[al CIU_?_E ]:_/a-
matches; therefore, it cannot be used with non—accumulate!:ijl y measures use wo inputs for their calculations. '

data. Moreover it emphases on measuring cluster changes agpground truth labels provided by experts T and secondealust

it cannot detect changes in cluster membership for indalidu ups C which are produceq using one of the C'“Ste.”f.‘g
items which have been clustered over time points. methods, €.9. k_—means_. In this work we use these yal|d|ty
measures with different inputs. Clusters of the first timapis
Another method introduced by Gnnemann efal [25] traces!Sed instead of items’ ground truth labels T to find the amount
cluster evolution as change in behaviour of items’ recorde@f difference between items’ initial labels and their pbssi
values in high dimensional data sets. Instead of objectiiitsn ~ consequent drift from that label. Another possible mettsoii
between consequent snapshots of data, different types pf mause consequent time points to measure changes between every
ping functions are used to map clusters according to théir vapair. That is, for each time point t = 1, 2, ..., N-1 we can
ues in different dimensions and subspaces. This methodsourtise any pairs of t, t+1 as inputs to the validity measure and
number of various changes that occur to clusters of any higAuantify their differences.
dimensional data set and it has an advantage of functioning
even for items without having to track between snapshots, bu IV. TESTS ANDRESULTS
it lacks any mean of quantifying the changes themselves. In
other words, there is no indication for the quantity of chang
that happens to any cluster in two consecutive time points.

We used two types of data to measure changes over time.

First, synthesis data is used to check the validity of theniobt

and to show the efficiency of different proposed metrics to
Hawwash and Nasraoui [26] introduced a framework ofevaluate the amount of change that is happen to the data set

data stream mining using statistical cluster measures likbetween two time points. Second type is two different dasase

cardinality, scale and density of clusters to detect nmiless  for public goods game which they are used to measure the drift

of clusters change and monitoring the behaviour of clusters of players’ behaviour from their initial round and otherelat

targets accumulative clustering on data streams, butadsté  rounds.

using fixed time window for clustering, it uses milestones to

detect next best clustering time. A. Tests with Synthesised Data

Another method presented by Kalnis et[all[27] for cluster-  For this test a set of 500 items are genefhteda Cartesian
ing moving objects in the snapshots of spatio-temporal datplane with 4 distinct clusters. The centre of these clusiers
is cluster mapping function, by which clusters are treated a(0, 0) on the x, y plane. To simulate next time point a specific
sets and the cardinality ratio of intersection is calcuad® number of the items are jumped from one cluster to another
each two time constitutive clusters over their union. If theby changing items’ x and/or y coordinates sign. The number
ratio passes a certain threshold, the cluster is considetegla  of items that jumped from one cluster to another is deterthine
moving cluster. This method detects "move” in overall cust by a suede random function, with values between 0 and 20.
with visual aids, which assists human experts in graspingMoreover a small amount of randomized change from there
changes in the underlying data, which is good for trackingpositions are introduced to the items to simulate the change
one type of cluster change for moving clusters. However, itwhich happened to the items within same cluster. By repgatin
does not provide mean to quantify the magnitude of changehese jumps and jiggles 19 extra time points are generated fr
for overall clustering objects. the original dataset which all results in 20 time points. The

The previous methods detect changes in temporal dataipata-generator and change-measure codes are available — at
by monitoring cluster changes as a whole in terms of splithttps://goo.gl/8DBull
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Fig. 2. Player’s own contribution compared to co-playemntcbution in first, fourth and last rounds of the game.

first, middle and last time points of the dataset are shown irtlustered items compared with the labels, but this mighe giv
Fig.[ a false perception for a grate or sudden change if used to

. . . measure differences between two time points.
Datasets of all time points are clustered separately using

k-means clustering with four clusters, and then the proposeg Togts with Public Goods Games Data
metrics for measuring the quantity of the drift are applied o
the clusters of the data by comparing the original first time  Two different sets with identical attributes but different
point with all other time points to measure the changes whictplayers and different time point lengths are used to measure
are happen in between time points. how much players drift from their first time point readings].1
L Both data sets have attributes to identify players, deteemi

All methods of cluster validity measures and AUC areime points, show players’ own contribution, their beliéioat
positively recognised and quantified changes between e firgiher players’ contribution and other players’ actual dent
time point and all other consequent time points as can bgtion in each time point. The first data set consists of 140
seen in Fig[B. However the IV measure could not fit with players, each of whom played 10 rounds, and for the second

other measures, as it returns zero for identical clusterd, a a3 set 128 players, each of whom played 27 rounds.
its value increases as differences between clusters agerbig

while all other measures return one for a perfect match betwe ~ In both datasets while approaching the end of the game,
clusters of two different time points, and decrease theineva N later rounds, players tend to contribute less and their
as difference between clusters increases. Thus VI values agXpectation about other players’ contribution corresioglgt
scaled down and reversed using the equationV [ Result = decreases. This is shown in Fig. 2 for the 10 rounds game data

Viresult ) set. This drop in contribution might not be an indication of
~ maz(VIresult) to have the same behaviour as otherconcept drift, as the players in the same class might alt star
measures. to follow same pattern, hence they will remain in the same

One thing to notice is that the metrics Jaccard, FM anoclass together, which makes overall class contributiopdro

reversed VI are exaggerating the results of the consequent The original players’ classes provided by economists [28]
changes of items’ jumps, this might be due to the underlyingare not used as their classification despite being usefui-to i
equations as they are designed to aggressively detect migdicate the number of classes, but as mentioned before teey ar
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data set the later metrics are consistent with AUC and Rand
as they detect more changes in the later rounds however they
also show that there are more quantity of change between first
and other time points. In the 27 rounds game dataset results
of the later metrics (Jaccard, VI and FM) are not conclusive
and they are too volatile as well as they might suggest that
there is less change between first time point clusters aed lat
consequent time points.

Q
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Fig. 3. Results of amount of shifted items between first ahérotime points
using external cluster validity and AUC of ROC functions seguent time
points.
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not based on the temporal attributes used in this experiment time points

so we did not depend on these labels. Fig. 5. Players’ drift ratio of public goods games; 27 rourttita comparing

first and other consequent time points using Rand VI and AU@smes.

o ] ¢ Rand

I o Jaccar|
v V. MEASURING PLAYERS STRATEGY CHANGES USING
o AUC

o MONIC

@

We used MONI@ to gain more insight about the public

goods games data and to compare our results with the existing
] methods of measuring cluster changes in different timetpoin

The data for each time period were clustered separatelg usin

0.6

3 W k-means with four clusters. The clustering was carried out
on the main temporal attributes of the data, namely belief

N W and contribution, then the data and cluster labels of items i

=i each consequent pair of time points was fed to the MONIC
algorithm to calculate changes to clusters from one timatpoi

o W to another. The algorithm calculated the number of suryived

e I I I I appeared and disappeared clusters, as shown in figlres 6 and

1-2 4-5time pointsﬁ-7 9-10 [7, for the ten rounds of the game.

. o _ _ In the first data set (10 rounds), the number of survived
Fig. 4. Players’ drift ratio of public goods games; 10 rourtti#a comparing  clusters reduced from four clusters between the first anohsec
first and other consequent time points using Rand VI and AU@smes. time points until it reached zero. while new clusters appéein
the middle of the fifth and sixth game rounds, then the number

To find the drift ratio of players between first and nextr se again until the end of the game. This might be due to the
consequent game rounds we used kmeans to cluster playt?gs

. . . . e ct that players are changing their strategies and expjori
in each time point. Economic classifications suggest thexeth new options until they ultimately settle on a certain swate
are four classes of players, so four clusters were used as

fAttern. This change is consistent with our findings, as the

gﬁ;?mv\%iecrhf(;r”kgee::usrég ;Irlés'hesrepdle%ersuér;]tﬁslchlglrgres,pé);rﬁ]easures slightly increase between the fifth and seventh tim
q play ftpoints, which might be an indication of players changingrthe

from originally allocated clusters in the first round. Fortloo S =
: Ry trategy back to their original ones. As Keser and Windeih [29
data sets the results in F[d. 4 and K. 5 show negative (; 0'0§uggest, this change might be due to the players resporling t

-0.003 for 10 and 27 rounds) slopes of linear regression o o i .
AUC indicating that the players tend to slowly change their he average contribution of other players in the previousico
behaviour toward the end of the game rounds. The results for the 27 rounds game is not straightforward,

as the numbers of cluster survivals, appearances and ésapp

The values of AUC and Rand index of quantifying change :
are comparable while other measures Jaccard, VI and FM asraerlCeS change more frequently. However, the cyclic pattern o

showing different results for the two data sets. In 10 rounds 2Available at http://infolab.cs.unipi.gr/people/ntaligonic. html
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After clustering the amount of difference between items,
cluster labels of first cluster and other consequent clsistex
measured instead of ground truth labels and provided chiste

——g— survivals —S—disappear. = A= appearances

This method proved to work on both synthetic and real
public goods game data. For synthetic data measures liké,Ran
VI and AUC worked very well by reflecting the amount of
jumps into a quantifiable scaler. Other measures like Jdccar
and FM were very good at detecting changes, but they tended
to exaggerate the amount of change happening in clusters’
items. For the public goods game data sets, in both 10 and
27 rounds, gradually from one time point to another small
numbers of players drifted from their original clusters.

# Clusters

> Time Points ’ ? Despite its useful simplicity, the proposed method has a
. _ _ drawback in its reliance on the first time point clusters as
Fig. 6. Number of survival, appearance and disappearancelusters g reference or baseline for all other consequent time points

between every tow consequent time points for ten roundsigpgbbds game

as measured by MONIC. as the first clusters might not always be good represensative

for the entire data set or latent behaviour at baseline. This
might be solved by using a temporal classification methotl tha

increasing and decreasing number of survived clusters tmigt§an represent overall items’ movements across all timetpoin
be an effect of changing players’ strategies or due to th&lOwever using traditional classifications algorithms niggmd

underlying algorithm, as it provides an ageing factor to thel® €xaggerate changes over multiple time points, espgciall
items. when attribute values of most classes’ populations change

. o ) simultaneously.
As the MONIC algorithm was originally introduced to

detect cluster changes in data stream, it uses an ageiray fact
which reduces the effect of older items in the cluster and ACKNOWLEDGMENT

removes items older than two time points|[24]. This ageing The authors record their thanks to Simon Gaechter and
factor is essential for the algorithm to keep up-to-datehwit Fejix Kolle in the School of Economics at the University of

the flowing data stream and give the right results for thenottingham for providing us with data from the public goods
current status of the clusters. However, this might not lBuls  experiment and taking time to explain it to us.

for public goods games data, as there is a fixed number of
players which might result in the removal of players who stay

in the same cluster for long time points. The effect of the
ageing might not be obvious in the 10 rounds game due to thgy;
limited number of time points, but it might undermine plag/er
strategies.

While the proposed method assumes a fixed number otm
clusters to calculate items membership change, the MONIC
algorithm is a good method to have insights on the available[3]
clusters and their stability by measuring the number ofised/
clusters between two time points. However it does not measur [4]
the amount of items drifting from one cluster into another,
which can be detected by the proposed method, as it intreaduce
a specific ratio between each consequent time point, indgat
the amount of change happening to the items in the clusters
by calculating their membership change among clusters. 6]

By comparing results from the proposed method and
MONIC we can conclude that the players slightly and gradu- 7l
ally change their cluster membership. The proposed method
gives an exact number for the change while the MONIC
presents overall clusters movement and change. 18]

VI. SUMMARY AND CONCLUSIONS ]

This paper presents a method to quantify changes over time
for items across multiple readings at different times fog th
same attributes using external cluster validity measures a
area under the curve of receiver operating characteristic.
the proposed method, each item in each time point is clubtere
separately with the same parameters and clustering digarit

[20]
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