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Dual space of a lattice

as the completion of a Pervin space

Extended abstract

Jean-Éric Pin11

November 20, 2017

We assume the reader is familiar with basic topology on the one hand and
finite automata theory on the other hand. No proofs are given in this extended
abstract.

1 Introduction

The original motivation of this paper, as presented in [15], was to compute the
dual space of a lattice of subsets of some free monoid A∗. According to Stone-
Priestley duality, the dual space of a lattice can be identified with the set of its
prime filters, but it is not always the simplest way to describe it. Consider for
instance the Boolean algebra generated by the sets of the form uA∗, where u is
a word. Its dual space is equal to the completion of A∗ for the prefix metric and
it can be easily identified with the set of finite or infinite words on A, a more
intuitive description than prime filters.

Elaborating on this idea, one may wonder whether the dual space of a given
lattice of subsets of a space can always be viewed as a completion of some sort.
The answer to this question is positive and known for a long time: for Boolean
algebras, the solution is detailed as an exercise in Bourbaki [7, Exercise 12,
p. 211]. In the lattice case, the appropriate setting for this question is a very
special type of spaces, the so-called Pervin spaces, which form the topic of this
paper.

A Pervin space is a set X equipped with a set of subsets, called the blocks of
the Pervin space. Blocks are closed under finite intersections and finite unions
and hence form a lattice of subsets of X. Pervin spaces are thus easier to define
than topological spaces or (quasi)-uniform spaces. As a consequence, most of the
standard topological notions, like convergence and cluster points, specialisation
order, filters and Cauchy filters, complete spaces and completion are much easier
to define for Pervin spaces.

The second motivation of this paper, also stemming from language theory,
is the characterisation of classes of languages by inequations, which is briefly
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reviewed in Section 2. For regular languages on A∗, these inequations are of the
form u 6 v where u and v are elements of the free profinite monoid Â∗. The
main result of [14] states that any lattice of regular languages can be defined by
a set (in general infinite) of such inequalities. The more general result of [15]
states any lattice of languages (not necessarily regular) can be defined by a set
of inequations of the form u 6 v, where u and v are now elements of βA∗, the
Stone-Čech compactification of A∗.

It turns out that it is possible to give a simple proof of these two results
using Pervin spaces. Let L be the set of blocks of a Pervin space X. Then the
completion of X can be defined as the set of valuations on L. A valuation on L
is simply a lattice morphism from L to the two-element Boolean algebra {0, 1}.
In particular, if L is the lattice of regular languages on A∗, then the completion
of A∗ is Â∗. If L is the lattice of all languages on A∗, then the completion of
A∗ is βA∗.

Of course, valuations and prime ideals are just the same thing, but we prefer
to use valuations, because they come with a very natural order relation: v 6 w
if and only if v(L) 6 w(L) for all L ∈ L. It is also natural to say that a set
of blocks K satisfies the inequation v 6 w if, for every K ∈ K, v(K) 6 w(K).
Now, the characterisation of lattices by inequations takes the following form:

A set of blocks is a sublattice of L if and only if it can be defined by
a set of inequations.

Taking for L the lattice of regular languages on A∗, one recovers the result of
[14] and taking for L the lattice of all languages on A∗, one finds again the main
result of [15]. Another result is worth mentioning. Let L be a lattice of subsets
of X and let K be a sublattice of L. Then the following property holds:

The Pervin space (X,L) is a subspace of the Pervin space (X,K) and
the completion of (X,K) is a quotient of the completion of (X,L).

Although this result looks like a contravariant property of duality theory, one
has to be careful when defining a quotient space. This is fully discussed in
Section 7.

2 Formal languages

In this section, we briefly review the results on languages that motivated this
paper. A lattice of languages is a set L of languages of A∗ containing ∅ and
A∗ and closed under finite unions and finite intersections. It is closed under
quotients1 if, for each L ∈ L and u ∈ A∗, the languages u−1L and Lu−1 are also
in L. A lattice of languages is a Boolean algebra if it is closed under complement.

An important object in this theory is the free profinite monoid Â∗. It admits
several equivalent descriptions, but we will only describe two of them. The
reader is referred to [4, 5, 29] for more details.

The free profinite monoid as the completion of a metric space.
A monoid M separates two words u and v of A∗ if there exists a monoid

morphism ϕ : A∗ →M such that ϕ(u) 6= ϕ(v). One can show that two distinct
words can always be separated by a finite monoid.

1Recall that u−1L = {x ∈ A∗ | ux ∈ L} and Lu−1 = {x ∈ A∗ | xu ∈ L}.
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Given two words u, v ∈ A∗, we set

r(u, v) = min {|M | |M is a monoid that separates u and v}

d(u, v) = 2−r(u,v)

with the usual conventions min ∅ = +∞ and 2−∞ = 0. Then d is an ultrametric,
that is, satisfies the following properties, for all u, v, w ∈ A∗,

(1) d(u, v) = d(v, u),

(2) d(uw, vw) 6 d(u, v) and d(wu,wv) 6 d(u, v),

(3) d(u,w) 6 max{d(u, v), d(v, w)}.

Thus (A∗, d) is a metric space. Its completion, denoted by Â∗, is called the
free profinite monoid on A and its elements are called profinite words. The
term “monoid” needs to be justified. In fact, the multiplication on A∗ (the
concatenation product) is uniformly continuous and hence can be extended in a

unique way to a uniformly continuous operation on Â∗. This operation makes
Â∗ a compact topological monoid. Recall that a topological monoid is a monoid
M equipped with a topology on M such that the multiplication (x, y) → xy is
a continuous map from M ×M →M .

It is not so easy to give examples of profinite words which are not words,
but here is one. In a compact monoid, the smallest closed subsemigroup con-
taining a given element x has a unique idempotent, denoted xω. This is true
in particular in a finite monoid and in the free profinite monoid. Thus if x is a
(profinite) word, so is xω. Alternatively, one can define xω as the limit of the
converging sequence xn!. More details can be found in [3, 23].

The free profinite monoid as a projective limit.
Given a monoid morphism f : A∗ → M , we denote by ∼f the kernel con-

gruence of f , defined on A∗ by u ∼f v if and only if f(u) = f(v). For each pair
of surjective morphisms f : A∗ →M and g : A∗ → N such that ∼f ⊆ ∼g, there
is a unique surjective morphism πf,g :M → N such that g = πf,g ◦ f . Moreover
πf,h = πg,h ◦ πf,g and πf,f = IdM .

A∗

M N R

f
g h

πf,g πg,h

πf,h

The monoid Â∗ can be defined as the projective limit of the directed system
formed by the surjective morphisms between finite A-generated monoids. A
possible construction is to consider the compact monoid

P =
∏

f :A∗→Mf

Mf

where the product runs over all monoid morphisms f from A∗ to some finite
monoid Mf , equipped with the discrete topology. An element (sf )f :A∗→M of
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P is compatible if πf,g(sf ) = sg. The set of compatible elements is a closed

submonoid of P , which is equal to Â∗.

We now come to profinite inequations. Let u, v ∈ Â∗. A regular language L
of A∗ satisfies the inequation u 6 v if the condition u ∈ L implies v ∈ L, where
L denotes the closure of L in Â∗. Here is the main result of [14]:

Proposition 2.1. Any lattice of regular languages can be defined by a set (in
general infinite) of profinite inequalities.

This result is useful to analyse the expressive power of various fragments
of monadic second order logic interpreted on finite words. It is of particular
interest for lattices of regular languages closed under quotients. In this case the
inequations can be directly interpreted in the ordered syntactic monoid. This
notion was first introduced by Schützenberger in 1956 [25], but thereafter, he
apparently only used the syntactic monoid.

Let L be a language of A∗. The syntactic preorder of L is the relation 6L

defined on A∗ by u 6L v if and only if, for every x, y ∈ A∗,

xuy ∈ L =⇒ xvy ∈ L.

The syntactic congruence of L is the associated equivalence relation ∼L, defined
by u ∼L v if and only if u 6L v and v 6L u.

The syntactic monoid of L is the quotient M(L) of A∗ by ∼L and the
natural morphism ηL : A∗ → A∗/∼L is called the syntactic morphism of L.
The syntactic preorder 6L induces an order on the quotient monoid M(L).
The resulting ordered monoid is called the syntactic ordered monoid of L. The
syntactic morphism admits a unique continuous extension η̂ : Â∗ → M . For
instance, if η(u) = x, then η̂(uω) = xω, where xω is the unique idempotent
power of x in M .

For instance, if L is the language {a, aba}, its syntactic monoid is the monoid
M = {1, a, b, ab, ba, aba, 0} presented by the relations a2 = b2 = bab = 0. Its
syntactic order is 0 < ab < 1, 0 < ba < 1, 0 < aba < a, 0 < b.

Let L be a lattice of regular languages closed under quotients. One can show
that L satisfies the profinite inequation u 6 v if and only if, for each L ∈ L,
ηL(u) 6 ηL(v). This allows one to characterise the languages of L by a property
of their ordered syntactic monoid. Here are three examples of such results, but
many more can be found in the literature [23, 24].

(1) A regular language is finite if and only if its ordered syntactic monoid
satisfies the inequations yxω = xω = xωy and xω 6 y for all profinite
words x ∈ Â∗ − {1} and y ∈ Â∗.

(2) A famous result of Schützenberger [26] states that a regular language is
star-free if and only if its syntactic monoid satisfies the equations xxω = xω

for all profinite words x ∈ Â∗.

(3) Our third example is related to Boolean circuits. Recall that AC0 is the
set of unbounded fan-in, polynomial size, constant-depth Boolean circuits.
One can show [6, 27, 28] that a regular language is recognised by a circuit in
AC0 if and only if its syntactic monoid satisfies the equations (xω−1y)ω =
(xω−1y)ω+1 for all words x and y of the same length.

It is also possible to give an inequational characterisation of lattices of languages
that are not regular [15]. The price to pay is to replace the profinite monoid by
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an even larger space, the Stone-Čech compactification of A∗, usually denoted
βA∗. One can define βA∗ as the set of ultrafilters on the discrete space A∗.
A second way to define it is to take the closure of the image of A∗ in the
product space

∏
K where the product runs over all maps from A∗ into a compact

Hausdorff space K whose underlying set is P(P(A∗)). Both spaces Â∗ and βA∗

are compact, but only Â∗ is a compact monoid.
Let u, v ∈ βA∗. We say that L satisfies the ultrafilter inequality u → v if

u ∈ L implies v ∈ L, where L now denotes the closure of L in βA∗. The main
result of [15] can be stated as follows:

Proposition 2.2. Any lattice of languages can be defined by a set (in general
infinite) of ultrafilter inequalities.

In section 8, we will recover Propositions 2.1 and 2.2 as a special case of Theorem
8.1. See also [13] for a duality point of view of these results.

3 Pervin spaces

It is time to introduce the main topic of this article. Let X be a set. A lattice
of subsets of X is a subset of P(X) containing ∅ and X and closed under finite
intersections and finite unions. A Boolean algebra of subsets of X is a lattice of
subsets of X closed under complement.

Given a lattice L of subsets of X, we denote by Ls the Boolean algebra
generated by L. There is a simple description of Ls using the set

D(L) = {L1 − L0 | L0, L1 ∈ L}.

of differences of members of L. Indeed, Hausdorff [16] has shown that the
Boolean algebra Ls consists of the finite unions of elements of D(L).

3.1 The category of Pervin spaces

A Pervin structure on a set X is a lattice L of subsets of X. The elements of L
are called the blocks of the Pervin structure. A Pervin space is a set endowed
with a Pervin structure. More formally, a Pervin space is a pair (X,L) where L
is a lattice of subsets of X. A Boolean Pervin space is a Pervin space in which
L is a Boolean algebra.

Let (X,K) and (Y,L) be two Pervin spaces. A map ϕ : X → Y is said to be
morphism if, for each L ∈ L, ϕ−1(L) ∈ K. In other words, a map is a morphism
if the preimage of a block is a block. It is readily seen that the composition
of two morphisms is again a morphism and that the identity function on X is
a morphism. Pervin spaces together with their morphisms form the category
Pervin of Pervin spaces.

Two Pervin spaces, both defined on the two-element set {0, 1}, play an
important role in this theory. The first one, the Boolean space B, is defined
by the lattice of all subsets of {0, 1}. The second one, the Sierpiński space S,
is defined by the lattice {∅, {1}, {0, 1}}. Note that the identity on {0, 1} is a
morphism from B to S but it is not a morphism from S to B. More examples
of Pervin spaces are given in Section 5.
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3.2 Pervin spaces as preordered sets

A Pervin space (X,L) is naturally equipped with a preorder 6L on X defined
by x 6L y if, for each L ∈ L,

x ∈ L =⇒ y ∈ L.

The associated equivalence relation ∼L is defined on X by x ∼L y if, for each
L ∈ L,

x ∈ L ⇐⇒ y ∈ L.

When the lattice L is understood, we will drop the index L and simply denote
by 6 and ∼ the preorder on (X,L) and its associated equivalence relation. For
instance, in the Boolean space, the preorder is the equality relation and in the
Sierpiński space, the preorder is 0 6 1.

It is easy to see that any morphism of Pervin spaces is order-preserving.

3.3 Pervin spaces as topological spaces

There are two topologies of interest on a Pervin space (X,L). The first one,
simply called the topology of (X,L), is the topology based on the blocks of
L. The second one, called the symmetrical topology of (X,L), is the topology
based on the blocks of Ls. In view of Hausdorff’s result, these definitions can
be summarized as follows:

Definition 3.1. The blocks of a Pervin space form a base of its topology. The
differences of two blocks form a base of clopen sets of its symmetrical topology.

It follows immediately from the definition of the topology that the blocks con-
taining a point x form a basis of the filter N (x) of neighbourhoods of x and
that

N (x) ∩ L = {L ∈ L | x ∈ L} (3.1)

The specialisation preorder, defined on any topological space X, is the relation
6 defined on X by x 6 y if and only if {x} ⊆ {y} or, equivalently, if and only if
x ∈ {y}. It turns out that in a Pervin space (X,L), the specialisation preorder
coincides with the preorder 6L.

Recall that a topological space X is a Kolmogorov space (or T0-space) if for
any two distinct points of X, there is an open set which contains one of these
points and not the other. Kolmogorov Pervin spaces are easy to describe:

Proposition 3.1. Let (X,L) be a Pervin space. The following conditions are
equivalent:

(1) The preorder 6 is a partial order,

(2) The relation ∼ is the equality relation,

(3) The space (X,L) is Kolmogorov,

(4) The space (X,Ls) is Hausdorff.

Being Kolmogorov is a very desirable property for a Pervin space. Fortunately,
it is easy to make a Pervin space Kolmogorov by taking its quotient by the
relation ∼. That is, one considers the quotient space X/∼ and one defines the
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blocks of X/∼ to be the sets of the form L/∼, for L ∈ L. Slightly abusing
notation, we set

L/∼ = {L/∼ | L ∈ L}

The Pervin space (X/∼,L/∼) is called the Kolmogorov quotient of X. Note
that the natural map from X to X/∼ is a morphism of Pervin spaces which
induces a lattice isomorphism from L to L/∼.

Compact Pervin spaces have some further interesting properties. First of all,
blocks and compact open subsets are closely related. Note however that since
our spaces are not necessarily Hausdorff, compact subsets are not necessarily
closed.

Theorem 3.2. A compact open subset of a compact Pervin space is a block.
If a Pervin space is compact for the symmetrical topology, then every block is
compact open (for the usual topology). In particular, a subset of a compact
Boolean Pervin space is a block if and only if it is compact open.

When X is Kolmogorov and compact for the symmetrical topology, a few
more characterisations of its blocks are available.

Theorem 3.3. Let (X,L) be a Kolmogorov Pervin space that is compact for the
symmetrical topology and let L be a subset of X. Then the following conditions
are equivalent:

(1) L is a block of L,

(2) L is compact open in (X,L),

(3) L is an upset in (X,L) and is clopen in (X,Ls),

(4) L is an upset in (X,L) and a block in (X,Ls).

4 Complete Pervin spaces

We have already seen that several topological definitions become much simpler
in the case of a Pervin space. This is again the case for the notions studied in
this section: Cauchy filters, complete spaces and completion.

Definition 4.1. A filter F on a Pervin space X is Cauchy if and only if, for
every block L, either L ∈ F or Lc ∈ F .

One can show that it makes no difference to consider the symmetrical Pervin
structure. More precisely, if (X,L) is a Pervin space, then a filter onX is Cauchy
on (X,L) if and only if it is Cauchy on (X,Ls). One can show, as in the case
of a metric space, that a cluster point of a Cauchy filter is a limit point.

Definition 4.2. A Pervin space is complete if every Cauchy filter converges in
the symmetrical topology.

Complete Pervin spaces admit the following characterisations.

Theorem 4.1. Let (X,L) be a Pervin space. The following conditions are
equivalent:

(1) (X,L) is complete,

(2) (X,Ls) is complete,
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(3) (X,Ls) is compact.

If these conditions are satisfied, then (X,L) is compact.

Note however that a compact Pervin space need not be complete as shown in
Example 5.2. Just like in the case of a metric space, it is easy to describe the
complete subspaces of a complete Pervin space.

Proposition 4.2. Every subspace of a complete Pervin space that is closed in
the symmetrical topology is complete. A complete subspace of a Kolmogorov
Pervin space is closed in the symmetrical topology.

We now come to the formal definition of the completion of a Pervin space.

Definition 4.3. A completion of a Pervin space X is a complete Kolmogorov
Pervin space X̂ together with a morphism ı : X → X̂ satisfying the following
universal property: for each morphism ϕ : X → Y , where Y is a complete
Kolmogorov Pervin space, there exists a unique morphism ϕ̂ : X̂ → Y such that
ϕ̂ ◦ ı = ϕ.

X X̂

Y

ı

ϕ ϕ̂

By standard categorical arguments, these conditions imply the unicity of the
completion (up to isomorphism). The actual construction of the completion
relies on the notion of valuation on a lattice.

Definition 4.4. A valuation on a lattice L is a lattice morphism from L into
the Boolean lattice {0, 1}.

In other words, a valuation is a function v from L into {0, 1} satisfying the
following properties, for all L,L′ ∈ L:

(1) v(∅) = 0 and v(X) = 1,

(2) v(L ∪ L′) = v(L) + v(L′),

(3) v(L ∩ L′) = v(L)v(L′),

where the addition and the product denote the Boolean operations. Valuations
are naturally ordered by setting v 6 v′ if and only if v(L) 6 v′(L) for all L ∈ L.

The completion of a Pervin space can now be constructed as follows. For
each block L, let

L̂ = {v | v is a valuation on L such that v(L) = 1}.

In particular, X̂ is the set of all valuations on L and one can show that the
map L → L̂ defines a lattice morphism from L to the lattice of subsets of X̂.
Consequently, the set

L̂ = {L̂ | L ∈ L}

is a lattice and (X̂, L̂) is a Pervin space. We now have a candidate for the

completion, but we still need a candidate for the map ı : X → X̂. For each
x ∈ X, we define ı(x) as the valuation on L such that ı(x)(L) = 1 if and only if
x ∈ L.
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Theorem 4.3. The Pervin space (X̂, L̂) is Kolmogorov and complete and the

pair (ı, (X̂, L̂)) is the completion of (X,L).

A Pervin space and its Kolmogorov quotient have isomorphic completions. Fur-
thermore, completion and symmetrization are two commuting operations. More
precisely, the symmetrical completion (X̂, (L̂)s) of (X,L) can also be obtained
as the completion of (X,Ls).

A nice feature of completions is that they extend to morphisms.

Theorem 4.4. Let (X,LX) and (Y,LY ) be two Pervin spaces and let ϕ : X →
Y be a morphism.

(1) There exists a unique morphism ϕ̂ from (X̂, L̂X) to (Ŷ , L̂Y ) such that
ıY ◦ ϕ = ϕ̂ ◦ ıX .

X

X̂

Y

Ŷ

ıX ıY

ϕ

ϕ̂

(2) The following formulas hold for all v ∈ X̂ and all L ∈ LY :

ϕ̂(v)(L) = v(ϕ−1(L))

ϕ̂−1(L̂) = ϕ̂−1(L)

Note also that in the category of Pervin spaces, completions preserve surjec-
tivity, a property that does not hold for metric spaces. We now give a useful
consequence of Theorem 4.4.

Corollary 4.5. Let ϕ1 and ϕ2 be two morphisms from X to Y and let ϕ̂1 and
ϕ̂2 be their extensions from X̂ to Ŷ . If ϕ1 6 ϕ2, then ϕ̂1 6 ϕ̂2.

The previous corollary is often used under a slightly different form, analogous
to the Principle of extensions of identities of Bourbaki [7, Chapter I, Section
8.1, Corollary 1].

Corollary 4.6. Let ϕ1 and ϕ2 be two morphisms from (X̂, L̂X) to (Ŷ , L̂Y ).
If, for all x ∈ X, ϕ1(x) 6 ϕ2(x), then ϕ1 6 ϕ2. In particular, if ϕ1 and ϕ2

coincide on X, then they are necessarily equal.

5 Examples of Pervin spaces

In this series of examples, (X,L) denotes a Pervin space.

Example 5.1 (Finite sets). Let X = N and L be the lattice formed by X
and the finite subsets of X. This space is Hausdorff but is neither compact nor
complete. Indeed, the valuation v given by v(X) = 1 and v(L) = 0 for each
finite set L defines a new element, denoted −∞. The completion of (X,L) is

(X̂, L̂), where X̂ = X ∪ {−∞} and L̂ is the lattice formed by X̂ and the finite
subsets of X. This lattice is isomorphic to L. The order on X is the equality
relation, but in X̂, the order is given by −∞ 6 x for each x ∈ X̂.
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Example 5.2 (Cofinite sets). Let X = N and let L be the lattice formed by
the empty set and the cofinite subsets of X. This space is Kolmogorov and
compact, but it is neither Hausdorff nor complete. Indeed, the valuation v
given by v(L) = 1 for each cofinite set L defines a new element, denoted ∞.

The completion of (X,L) is (X̂, L̂), where X̂ = X ∪ {∞} and L̂ is the lattice

formed by the empty set and the cofinite subsets of X̂ containing ∞. This
lattice is isomorphic to L. The order on X is the equality relation, but in X̂,
the order is given by x 6 ∞ for each x ∈ X̂.

Example 5.3 (Finite or cofinite sets). Let X = N and let L be the Boolean
algebra of all finite or cofinite subsets of X. This space is Hausdorff but it
is neither compact nor complete. Indeed, the valuation v given by v(L) = 1
if L is cofinite and v(L) = 0 if L is finite defines a new element, denoted ∞.

The completion of (X,L) is (X̂, L̂), where X̂ = X ∪ {∞} and L̂ is the Boolean

algebra formed by the finite subsets of X and by the cofinite subsets of X̂
containing ∞. This Boolean algebra is isomorphic to L.

Example 5.4 (Finite sections). Let

X =

{
1

n
| n is a positive integer

}

and L be the lattice formed by X and the subsets Ln = { 1
k

| 0 < k 6 n},
for n > 0. This space is Kolmogorov and compact, but it is neither Hausdorff
nor complete since the Cauchy filter L − {∅} does not converge in (X,Ls).
The valuation v given by v(X) = 1 and v(Ln) = 0 for each n defines a new

element, denoted 0. The completion of (X,L) is (X̂, L̂), where X̂ = X ∪ {0}

and L̂ is the lattice formed by the empty set, X̂ and the finite subsets of X̂
containing 0. This lattice is isomorphic to L. The order on X̂ is the chain
0 6 · · · 6 1

n
6 · · · 6 1

2 6 1. Every filter has 1 as a converging point. Indeed, if
L ∈ L and 1 ∈ L, then L = X and X is a member of all filters.

Example 5.5. Let X = {0, 1, 2} and

L =
{
∅, {1}, {2}, {1, 2}, {0, 1, 2}

}
.

The preorder on (X,L) is given by 0 6 1 and 0 6 2. Let F = {{1, 2}, {0, 1, 2}}
be the filter generated by {1, 2}. Then F is converging to 0 but it is not Cauchy
since neither {1} nor its complement are in F .

Example 5.6. Let X = N and

L = {finite subsets of N} ∪
{
{0}c

}
.

The preorder on (X,L) is given by 0 < n for each positive integer n. Let F be
the Cauchy filter of all cofinite subsets of N. Then 0 is the unique limit point
of F in (X,L) but F has no limit point in (X,Ls).

Example 5.7. Let (X1,L1) be the Pervin space considered in Example 5.1 and
let (X2,L2) be the Pervin space considered in Example 5.4. Let ϕ : X1 → X2

be the map defined by ϕ(n) = 1
n+1 . Then ϕ is a morphism and its completion

ϕ̂ : X̂1 → X̂2 is given by ϕ̂(−∞) = 0.
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6 Duality results

This section presents the links between Pervin spaces and duality theory. It
relies on more advanced topological notions.

Duality theory provides three different representations of bounded distribu-
tive lattices via Priestley spaces, spectral spaces and pairwise Stone spaces
[8, 10, 12, 17]. Is it possible to recover these results using Pervin spaces? Well,
not quite. Indeed, while duality is concerned with abstract distributive lattices,
we only consider concrete ones, already given as a lattice of subsets. How-
ever, Pervin spaces allow one to recover these three representations for concrete
distributive lattices. Let us first recall the definitions.

A topological space is zero-dimensional if it has a basis consisting of clopen
subsets. It is totally disconnected if its connected components are singletons. It
is well known that a compact space is zero-dimensional if and only if it is totally
disconnected.

A Stone space is a compact totally disconnected Hausdorff space. A pair-
wise Stone space is a bitopological space (X, T1, T2) which is pairwise compact,
pairwise Hausdorff, and pairwise zero-dimensional.

A Priestley space is an ordered compact topological space (X,6) satisfying
the following separation property : if x 66 y, then there exists a clopen upset U
of X such that x ∈ U and y /∈ U .

A subset S of a topological space X is irreducible if and only if, for each
finite family (Fi)i∈I of closed sets, the condition S ⊆

⋃
i∈I Fi implies that there

exists i ∈ I such that S ⊆ Fi. A topological space X is sober if every irreducible
closed subset of X is the closure of exactly one point of X.

A topological space is spectral if it is Kolmogorov and sober and the set of
its compact open subsets is closed under finite intersection and form a basis for
its topology.

The relevance of Pervin spaces to duality theory is summarized in the fol-
lowing result:

Theorem 6.1. The completion of a Pervin space (X,L) is the Stone dual of L.

To complete this result, it just remains to requalify complete Pervin spaces as
Priestley spaces, spectral spaces and pairwise Stone spaces.

Priestley spaces. If (X,L) is a complete Pervin space, then (X,L,6L) is a
Priestley space. The proof relies on the following variation on the prime filter
theorem from order theory.

Proposition 6.2. Let K be a sublattice of a lattice L and let L be an element
of L−K. Then there exist two valuations v0 and v1 on L such that v0(L) = 0,
v1(L) = 1 and v1 6 v0 on K.

By the way, this result not only gives the separation property of Priestley spaces,
but it is also of frequent use in the theory of Pervin spaces.

Spectral spaces. A compact Kolmogorov Pervin space need not be sober.
However, if (X,L) is a Kolmogorov Pervin space and if (X,Ls) is compact,
then (X,L) is spectral. In particular, a complete Pervin space is spectral.
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Pairwise Stone spaces. Let Lc = {Lc | L ∈ L} be the set of complements of
blocks of X. Then (X,Lc) is also a Pervin space and if (X,L) is complete, then
(X,L,Lc) is a pairwise Stone space.

Let (X,L) be a Pervin space and let (X̂, L̂) be its completion. Then L̂ is

the set of all compact open subsets of X̂. It is also the set of upsets of X̂ that
are clopen in the symmetrical topology. Moreover, the lattices L and L̂ are
isomorphic lattices.

These isomorphisms can be given explicitly. We just describe here the Kol-
mogorov case, which is simpler. Indeed, if X is Kolmogorov, then the preorder
on X is an order and ı defines an embedding from X into X̂. We tacitly make
use of this embedding to identify X with a subset of X̂.

Theorem 6.3. Let (X,L) be a Kolmogorov Pervin space. Then the maps L 7→ L̂

and K 7→ K ∩X are mutually inverse lattice isomorphisms between L and L̂.

If L is a Boolean algebra, then all previous results simplify greatly. First, the
preorders on X and on X̂ are equivalence relations. Next, we have:

Proposition 6.4. Let (X,L) be a Boolean Pervin space. Then L forms a basis
of clopen sets. Furthermore, X is Kolmogorov if and only if it is Hausdorff.
Moreover, (X̂, L̂) is a Hausdorff compact space and L̂ is the Boolean algebra of

clopen sets of X̂.

Furthermore, Theorem 6.3 can be restated as follows.

Theorem 6.5. Let (X,L) be a Hausdorff Boolean Pervin space. Then the

formulas L̂ = L and L ∩X = L hold for all L ∈ L. The maps L 7→ L and
K 7→ K ∩X are mutually inverse isomorphisms of Boolean algebra between L
and L̂.

In particular, the following formulas hold for all L,L1, L2 ∈ L:

L1 ∪ L2 = L1 ∪ L2, L1 ∩ L2 = L1 ∩ L2 and Lc = L
c
.

7 Quotient spaces

Let (X,L) be a Pervin space and let K be a sublattice of L. Denote by X̂L the

completion of (X,L) and by X̂K the completion of (X,K). Then the following
result holds.

Theorem 7.1. Let L be a lattice of subsets of X and let K be a sublattice of
L. Then the identity function on X is a morphism from (X,L) to (X,K) and

its completion is a quotient map from X̂L onto X̂K.

This theorem looks like an almost immediate consequence of Theorem 4.4 but
there is a missing bit: we did not yet define the notion of a quotient map in the
category of Pervin spaces.

A natural attempt would be to mimic the definition used for topological
spaces (and for quasi-uniform spaces): a quotient map ϕ : X → Y should be a

12



surjective morphism2 such that Y is equipped with the final Pervin structure
induced by ϕ. The second condition states that a subset S of Y is a block if
and only if ϕ−1(S) is a block. However, Theorem 7.1 does not work under this
definition. Indeed, we have already seen that the identity function I on {0, 1}
induces a morphism from the Boolean space B to the Sierpiński space S. It is
easy to see that these two spaces are isomorphic to their completion and that
Î = I. Consequently, I should be a quotient map from B to S. However, {0} is
a subset of S such that I−1(0) is a block of B, but it is not a block of S. Thus
our definition of a quotient map has to be improved as follows:

Definition 7.1. Let X and Y be Pervin spaces. A surjective morphism ϕ from
X to Y is a quotient map if and only if each upset U of Y such that ϕ−1(U) is
a block of X is a block of Y .

Following [1], let Prost denote the category of preordered sets, with order-
preserving maps as morphisms. In the language of category theory, we viewed
the category Pervin as a concrete category over the category Prost. That is,
the forgetful functor now maps a Pervin space (X,L) not to the setX, but to the
preordered set (X,6L). This definition can be rephrased in purely categorical
terms, in which the role of the category Prost is even more apparent.

Proposition 7.2. Let ϕ : X → Y be a surjective morphism of Pervin spaces.
The following conditions are equivalent:

(1) ϕ is a quotient map,

(2) for each Pervin space Z, any preorder-preserving map ψ : Y → Z such
that ψ ◦ ϕ is a morphism is a morphism,

(3) every preorder-preserving map ψ from Y to the Sierpiński space such that
ψ ◦ ϕ is a morphism is also a morphism.

8 Inequations

We now give a general formulation of the results [14] and [15]. We first need an
abstract definition of the notion of inequations.

Definition 8.1. Let (X,L) be a Pervin space, let L be a block of X and let
(v, w) be a pair of valuations on L. Then L satisfies the inequation v 6 w if
v(L) 6 w(L). More generally, a set of blocks K satisfies the inequation v 6 w
if, for every K ∈ K, v(K) 6 w(K).

Definition 8.2 can be easily extended to a set of inequalities as follows:

Definition 8.2. Given a set S of inequations, a block L satisfies S if it satisfies
all the inequations of S. Similarly, a set of blocks K satisfies S if it satisfies all
the inequations of S. Finally the set of all blocks of X satisfying S is called the
set of blocks defined by S.

Formally, an inequation is thus a pair (v, w) of valuations on L. We are now
ready to state the main result of this section.

2Formally, an epimorphism, but it is easy to see that in the category Pervin epimorphisms
coincide with surjective morphisms.
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Theorem 8.1. Let (X,L) be a Pervin space. A set of blocks of X is a sublattice
of L if and only if it can be defined by a set of inequations.

Back to languages. Let X = A∗ and let Reg(A∗) be the Boolean algebra of
all regular languages on A. Almeida [2] has proved that the dual space of this

Boolean algebra is the profinite monoid Â∗. In other words, Â∗ is the comple-
tion of the Pervin space (A∗,Reg(A∗)). This result can be briefly explained as
follows. In one direction, each profinite word v defines a valuation on Reg(A∗)
defined by v(L) = 1 if and only if v ∈ L, where L denotes the closure of L in

Â∗.
In the opposite direction, let M be a finite monoid, ϕ : A∗ → M be a

monoid morphism and v a valuation on Reg(A∗). Since v(A∗) = 1 and A∗ =⋃
m∈M ϕ−1(m), one gets

1 = v(A∗) =
∑

m∈M

v(ϕ−1(m)).

Consequently, there exists an m ∈ M such that v(ϕ−1(m)) = 1. This m is
unique since if v(ϕ−1(m′)) = 1 for somem′ 6= m, then, as ϕ−1(m)∩ϕ−1(m) = ∅,
one gets

v(∅) = v(ϕ−1(m) ∩ ϕ−1(m)) = v(ϕ−1(m))v(ϕ−1(m′)) = 1,

a contradiction. Therefore, if v is a valuation on Reg(A∗), there exists a unique
profinite word u such that, for each monoid morphism ϕ : A∗ →M , ϕ̂(u) is the
unique element m ∈M such that v(ϕ−1(m)) = 1.

Since Â∗ is the completion of the Pervin space (A∗,Reg(A∗)), a direct ap-
plication of Theorem 8.1 gives back Proposition 2.1.

To recover Proposition 2.2, let us first recall that βA∗ is the set of ultrafil-
ters of the Boolean algebra P(A∗). Since, in the Boolean case, valuations and
ultrafilters are essentially the same thing3, the completion of the Pervin space
(A∗,P(A∗)) is isomorphic to βA∗ and Theorem 8.1 gives back Proposition 2.2.

9 Bibliographic notes

Pervin spaces were originally introduced by Pervin [22] to prove that every topo-
logical space can be derived from a quasi-uniform space. Since then, they have
been regularly used to provide examples or counterexamples on quasi-uniform
spaces but surprisingly, only two short articles seem to have been specifically
devoted to their study, one by Levine in 1969 [21] and another one by Császár in
1993 [9]. In fact, Pervin spaces are so specific that their properties mostly appear
in the literature as corollaries of more general results on quasi-uniform spaces.
For instance, a quasi-uniform space is isomorphic to a Pervin space if and only
if it is transitive and totally bounded. The reader interested in quasi-uniform
spaces is refereed to the remarkable surveys written by Künzi [18, 19, 20]. Most
notions introduced in this paper are actually adapted from the corresponding

3Let us define the characteristic function of an ultrafilter U as the map from P(A∗) to
{0, 1} taking value 1 on U and 0 elsewhere. It is easy to see that it is a valuation on P(A∗).
Conversely, if v is a valuation on P(A∗), then v−1(1) is an ultrafilter.
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notions on quasi-uniform spaces, but they often become much simpler in the
context of Pervin spaces.

Finally, the inspiring article of Erné [11], which sheds additional light on
Pervin spaces, is highly recommended.

10 Conclusion

As we explained in the introduction, our original motivation was to find a simple
way to describe the dual space of a lattice of subsets by a suitable completion.
Metric spaces did not cover our needs, even in the case of Boolean algebras,
except in the case of countable Boolean algebras. Uniform spaces did not suffice
when dealing with lattices. Quasi-uniform spaces, on the other hand, while
fulfilling our requirements, seemed to be too general a tool for our purpose.
However, we soon realised that we only needed a very special class of quasi-
uniform spaces, the Pervin spaces. To our surprise, turning to Pervin spaces
did not only simplify a number of results and proofs, but also lead us to an other
point of view on Stone’s duality. Moreover, it led us to a notion of quotient space
which seems to be more appropriate in the ordered case.
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[24] J.-É. Pin, Equational descriptions of languages, Int. J. Found. Comput.
S. 23 (2012), 1227–1240.
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Dubreil-Pisot, année 1955-56, Exposé No. 15, 27 février 1956, 24 pages,
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