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Preface

On behalf of the Program Committee, we would like to welcome you to the pro-
ceedings of the 13th edition of the International Symposium on Bioinformatics
Research and Applications (ISBRA 2017), held in Honolulu, Hawaii, May 29 to
June 2, 2017. The symposium provides a forum for the exchange of ideas and results
among researchers, developers, and practitioners working on all aspects of bioinfor-
matics and computational biology and their applications. This year we received 118
submissions in response to the call for extended abstracts. The Program Committee
decided to accept 27 of them for full publication in the proceedings and oral presen-
tation at the symposium. We also accepted 24 of them for oral presentation and short
abstract publication in the proceedings. Furthermore, we also received 18 submissions
in response to the call for short abstracts.

The technical program invited keynote talks by Prof. Michael Q. Zhang from The
University of Texas at Dallas and Tsinghua University. Prof. Zhang reviewed the
history of computational genome regulation and then introduced some new biochem-
ical (BL-Hi-C), biophysical (super-resolution imaging), and bioinformatics (MICC,
3CPET, FIND) technology developments that may be used for studying 3D genomes
and disease markers in the near future.

We would like to thank the Program Committee members and the additional
reviewers for volunteering their time to review and discuss symposium papers. We
would like to extend special thanks to the steering and general chairs of the symposium
for their leadership, and to the finance, publicity, workshops, local organization, and
publications chairs for their hard work in making ISBRA 2017 a successful event. Last
but not least we would like to thank all authors for presenting their work at the
symposium.

April 2017 Zhipeng Cai
Ovidiu Daescu

Min Li
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Copy Number Aberration Based Cancer Type
Prediction with Convolutional

Neural Networks

Yuchen Yuan1,2, Yi Shi2, Xianbin Su2, Xin Zou2, Qing Luo2,
Weidong Cai1, Zeguang Han2, and David Dagan Feng1

1 School of Information Technologies,
The University of Sydney, Sydney, NSW 2008, Australia

{yuchen.yuan,tom.cai,dagan.feng}@sydney.edu.au
2 Key Laboratory of Systems Biomedicine,
Shanghai Center for Systems Biomedicine,

Shanghai Jiaotong University, Shanghai 200240, China
{yishi,xbsu,x.zou,simonluo,hanzg}@sjtu.edu.cn

Abstract. Cancer is a category of disease that causes abnormal cell growths and
immortality. It usually incarnates into tumor form that potentially invade or
metastasize to remote parts of human body [1]. During the past decade, with the
developments of DNA sequencing technology, large amounts of sequencing
data have become available which provides unprecedented opportunities for
advanced association studies between somatic mutations and cancer types/
subtypes [2–7], which may contribute to more accurate somatic mutation based
cancer typing (SMCT). In existing SMCT methods however, the absence of
feature quantification and high-level feature extraction is a major obstacle in
improving the classification performance. To address this issue, we propose
DeepCNA, an advanced convolutional neural network (CNN) based classifier,
which utilizes copy number aberrations (CNAs) [8–10] and HiC data [11] for
cancer typing. DeepCNA consists of two steps: firstly, the CNA data is
pre-processed by clipping, zero padding and reshaping; secondly, the processed
data is fed into a CNN classifier, which extracts high-level features for accurate
classification [12].

We conduct experiments on the newly proposed COSMIC CNA dataset,
which contains 25 types of cancer. Controlled variable experiments indicate that
the 2D CNN with both cell lines of HiC data (hESC and IMR90) contributes to
the optimal performance. We then compare DeepCNA with three widely
adopted data classifiers, the results of which exhibit the remarkable advantages
of DeepCNA, which has achieved significant performance improvements in
terms of testing accuracy (78%) against the comparison methods. We have
demonstrated the advantages and potentials of the DeepCNA model for somatic
point mutation based gene data processing, and suggest that the model can be
extended and transferred to other complex genotype-phenotype association
studies, which we believe will benefit many related areas [13, 14].

Yuchen Yuan, Yi Shi—These authors contribute equally as co-first authors.
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Predicting Human Microbe-Disease
Associations via Binary Matrix Completion

Jian-Yu Shi1, Hua Huang2, Yan-Ning Zhang3, and Siu-Ming Yiu4

1 School of Life Sciences, Northwestern Polytechnical University, Xi’an, China
jianyushi@nwpu.edu.cn
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1363351294@qq.com
3 School of Computer Science,
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With the help of sequencing techniques (e.g. 16S ribosomal RNA sequencing) [1],
Human Microbiome Project has revealed that there are diverse communities of
microbes in a human intestine, which provides a nutrient-rich and temperature-fixed
habitat for microbes. The sequential works have observed that there exists a significant
mutual influence between microbes and their host. It is surprising that except for
conventional infectious diseases, a wide range of noninfectious diseases is closely
associated with microbes, such as cancer, obesity [2], diabetes, kidney stones and
systemic inflammatory response syndrome. On the one side, the tremendous amount of
microbiome genes and their products can lead a diverse range of biological activities,
which serve as a physiological complement in their host body in a wide range,
involving metabolic capabilities, pathogens, immune system, and gastrointestinal
development [3]. On the other side, the microbes can be greatly influenced by their
dynamic habitat in the human body, which undergoes frequent changes caused by
diverse environmental variables, such as season, host diet, smoking, hygiene and use of
antibiotics. Thus, this mutual association between the host and its microbiota can
further modify transcriptomic, proteomic and metabolic profiles of the human host.
However, the identification of microbe-noninfectious disease associations (MDAs)
requires time-consuming and costly experiments and always bears the limitation of
microbe cultivation. Even worse, many bacteria cannot be cultivated at all by current
culturing bio-techniques. Fortunately, the number of MDAs found in both experiments
and clinic is growing. For example, Ma et al. published the first MDA database, Human
Microbe-Disease Association Database (HMDAD) recently, by collecting a large
number of MDAs from previously published literature [4]. The growing number of
MDAs enables us to perform a systematic analysis, discovery and understanding on the
mechanism of microbe-related non-infectious diseases in a new insight. As one of the
most important steps to achieve that goal, the discovery or prediction of potential
MDAs provides an approach to understand the mechanism of non-infectious disease



formation and development and develop novel methods for disease diagnosis and
therapy. As the promising complement of experiment-based approaches, computational
approaches, especially machine learning-based approaches, are able to predict MDA
candidates among a large number of microbe-disease pairs. They cannot only reduce
the cost and time of relevant experiments, but also output the candidates, of which even
though the involving microbes cannot cultured. Nevertheless, a few of efforts have
been made to develop computational models for MDA prediction on a large scale. Very
recently, a pioneering work constructing an MDA network based on HMDAD
develops an approach KATZHMDA for predicting potential MDAs [5]. KATZHMDA
regards the prediction of MDS as link prediction on the constructed MDA network. In
this work, we first model MDA prediction as a problem of matrix completion (Fig. 1),
then propose a new approach based on Binary Matrix Completion (BMCMDA) to
predict potential MDAs. BMCMDA is able to predict new MDAs on a large scale, by
only using known microbe-disease association network. Its performance is evaluated
by both leave-one-out cross validation (LOOCV) and 5-fold cross validation (5-CV) on
HMDAD database, where the whole procedure of 5-CV was repeated 100 times and
both the mean and the standard deviation of predicting performance over 100 rounds of
5-CVs were recorded. Finally, in terms of Area Under Receiver-Operating Charac-
teristics, BMCMDA achieves 0.9049 in LOOCV and 0.8954 ± 0.0034 in 5CV, while
the state-of-the-art KATZHMDA only achieves 0.8382 and 0.8301 ± 0.0033 respec-
tively. The significantly outperformed prediction achieved by BMCMAD demonstrates
its superiority for predicting microbe-disease associations on a large scale.

Acknowledgments. This work was supported by RGC Collaborative Research Fund
(CRF) of Hong Kong (C1008-16G), National High Technology Research and Devel-
opment Program of China (No. 2015AA016008), the Fundamental Research Funds for
the Central Universities of China (No. 3102015ZY081), the Program of Peak Expe-
rience of NWPU (2016) and partially supported by the National Natural Science
Foundation of China (No. 61473232, 91430111).
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Characterization of Kinase Gene Expression
and Splicing Profile in Prostate Cancer

with RNA-Seq Data

Huijuan Feng1, Tingting Li2, and Xuegong Zhang1,3

1 MOE Key Laboratory of Bioinformatics,
Bioinformatics Division/Center for Synthetic and Systems Biology,
TNLIST and Department of Automation, Tsinghua University,

Beijing 100084, China
fhj11@mails.tsinghua.edu.cn

2 Department of Biomedical Informatics, Institute of Systems Biomedicine,
School of Basic Medical Sciences,

Peking University Health Science Center, Beijing 100191, China
litt@hsc.pku.edu.cn

3 School of Life Sciences, Tsinghua University, Beijing 100084, China
zhangxg@tsinghua.edu.cn

Abstract. Alternative splicing is a ubiquitous post-transcriptional process in
most eukaryotic genes. Aberrant splicing isoforms and abnormal isoform ratios
can contribute to cancer development. Kinase genes are key regulators of many
cellular processes. Multiple kinases are found to be oncogenic. RNA-Seq pro-
vides a powerful technology for genome-wide study of alternative splicing. But
this potential has not been fully demonstrated on cancers yet. We characterized
the transcriptome profile of prostate cancer using RNA-Seq data on both dif-
ferential expression and differential splicing, with an emphasis on kinase genes
and their splicing variations. We identified distinct gene groups from differential
expression and splicing analysis, which suggested that alternative splicing adds
another level to gene regulation in cancer. Enriched GO terms of differentially
expressed and spliced kinase genes were found to play different roles in regu-
lation of cellular metabolism. Function analysis showed that differentially
spliced exons of these genes are significantly enriched in protein kinase
domains. Among them, we found that gene CDK5 has isoform switching
between prostate cancer and benign tissues, which may affect cancer develop-
ment by changing androgen receptor (AR) phosphorylation. The observation
was validated in another RNA-Seq dataset of prostate cancer cell lines. Our
work brings new understanding to the role of alternatively spliced kinases in
prostate cancer and demonstrates the use of RNA-Seq data in studying alter-
native splicing in cancer.

Keywords: Prostate cancer � Alternative splicing � Kinase � CDK5 � Isoform
switching



Identifying Conserved Protein Complexes
Across Multiple Species via Network

Alignment

Bo Song1, Jianliang Gao1,2, Xiaohua Hu1, Yu Sheng2,
and Jianxin Wang2

1 College of Computing and Informatics, Drexel University, Philadelphia, USA
2 School of Information Science and Engineering,

Central South University, Changsha, China
gaojianliang@csu.edu.cn

A protein complex is a bimolecular that contains a number of proteins interacting with
each other to perform different cellular functions [1]. The identification of protein
complexes in a protein-protein interaction (PPI) network [2] can, therefore, lead to a
better understanding of the roles of such a network in different cellular systems. The
protein complex identification problem has received a lot of attentions, and a consid-
erable number of techniques have been proposed to address such problem. By repre-
senting a PPI network as a graph [3], whose vertices represent proteins and edges as
interactions between proteins, these algorithms are able to identify clusters in single
PPI network based on different graph properties [4]. For example, an uncertain graph
model based method is proposed to detect protein complex from a PPI network [5].
However, they focused on finding protein complexes in a single PPI network, and
finding conserved protein complexes from multiple PPI networks still remain
challenging.

In this paper, we identify the problem of finding conserved protein complexes via
aligning multiple PPI networks. In this way, the knowledge of protein complexes in
well-studied species can be extended to that of poor-studied species. Then, we propose
an efficient method to find conserved protein complexes from multiple PPI networks.
By taking the feature of subnetwork connectivity into consideration, the proposed
method improves the coverage significantly without compromising of the consistency
in the aligned results.

Given the multiple PPI networks ðG1;G2; . . .;GnÞ and target protein complex M0

from the target PPI network Gt, the alignment process mainly includes:
(1) Generate initial candidate pools. Only those proteins that have links with given

protein complex can be selected as candidate proteins since links represent the bio-
logical similarity between proteins across PPI networks. For each aligned network Gi,
1� i� n, we construct a pool for a given protein complex M0, where M0 2 Gt. Every
vertex v 2 Gi is put into the pool of Gi if it has link with any vertex in M0. Then, the
initial subnetworks M are selected randomly from the pools.

(2) Optimal determination by simulated annealing. Simulated annealing process
adopts iteration method for global optimal solution. In each loop, a protein from the
candidate pool is chosen randomly to be determined as aligned protein in the



corresponding PPI network. There are two kinds of proteins that are possible to be
moved out from the current alignment solution. The first kind is the protein whose
score is the lowest in the current solution. The other kind is the protein whose corre-
sponding vertex in the current subnetwork is not connected with other vertices, i.e., its
degree is zero. If the new candidate solution achieves higher score, it will take place the
previous solution. If not, it still has chance to replace the prior solution with a prob-

ability of ðrandð0; 1Þ\e
DU
Ti Þ, where DU is the amount of change score, Ti is the tem-

perature of simulated annealing. Finally, the algorithm returns the best solution as the
alignment of protein complexes M ¼ fM1;M2; . . .;Mng. Overall, we utilize both the
biological similarity between proteins and the topological structure to assign scores on
subnetworks for simulated annealing process. Formally, given a protein complex of
target network M0�Gt, its match result fM1;M2; . . .;Mng in aligned networks, where
Mk�Gk, is assigned a real-valued score U:

U ¼
X

k2f1;...;ng

X
vj2VMk

a � dbioðvjÞþ ð1� aÞ � dtopoðvjÞ
� � ð1Þ

where n is the number of PPI networks, VMk is the set of proteins in Mk , a is a
coefficient to trade off biological and topological scores, dbio and dtopo are the biological
and topological scores respectively. The biological score of a protein consists of: (1) the
number of links with the subnetwork M0, (2) the number of links with the subnetwork
Mh, and (3) the number of threads among these three subnetworks which contain the
current protein. The topological score of a vertex consists of (1) the degree of current
vertex; (2) the size of the maximal component that includes the current vertex. As the
same with biological score, we adopt a transform techniques by multiplying a
coefficient.
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Constructing an Integrative MicroRNA eQTL
Network on Ovarian Cancer: A Label

Propagation Approach Utilizing
Multiple Networks

Benika Hall, Andrew Quitadamo, and Xinghua Shi

University of North Carolina at Charlotte, Charlotte 28213, USA
{bjohn157,aquitada,x.shi}@uncc.edu

Abstract. Expression quantitative trait loci (eQTL) network construction has
been an important task in understanding functional relationships in genomics. In
this paper, we construct an integrative microRNA eQTL network based on a
label propagation framework using TCGA ovarian cancer data. Label propa-
gation is a robust semi-supervised learning algorithm capable of handling
multiple heterogeneous networks reflecting different types of genetic interac-
tions. Elucidation of the interactions involved in multiple networks provide
more insight in the dynamics of cancer progression.

Keywords: microRNAs eQTLs � Regulatory networks � Protein protein inter-
action networks � Network expansion � Label propagation � Ovarian cancer

1 Introduction

Ovarian cancer is the fifth most deadliest cancer among cancer deaths and is respon-
sible for over five percent of cancer deaths in women [1]. MicroRNAs (miRNAs) are
small non-coding RNAs that are approximately 22 nucleotides in length and contribute
the progression of ovarian cancer through various functional roles such as cell differ-
entiation, apoptosis and tumoriogenesis. Here, we propose a robust semi-supervised
learning approach to model the complex relationships between miRNAs, eQTLs and
their regulated genes. Expression quantitative trait loci (eQTLs) are genomic regions
that can influence gene expression locally or in a distant manner. Thus, we conduct
miRNA eQTL analysis to assess the effect of miRNAs on gene expression [2–5].

2 Methods

We downloaded miRNA and gene expression data from TCGA [6], InWeb network
[7], a gene regulatory network from RegNetwork database [8] consisting of experi-
mentally verified targets. We conducted eQTL analysis between miRNAs and gene
expression and discovering correlations between miRNAs as well as correlations



between genes Lastly, we use our eQTL genes as seed nodes and expand our network
with two additional networks, the Inweb and RegNetwork using a label propagation
framework.

3 Results

We generated a multi-layered eQTL network including miRNA eQTLs, miRNA cor-
relations, gene correlations, Protein-protein interactions and a gene regulatory network.
This integrative network allowed us to capture many facets of gene regulation in ovarian
cancer. In the integrated network we have 174 miRNAs and 2,180 genes. These miR-
NAs and genes are connected through 803 regulatory edges, 1313 protein-protein edges,
9 correlated miRNAs, 18 correlated gene edges and a total of 855 miRNA eQTL edges.

4 Conclusion

We created an integrated miRNA eQTL network utilizing multiple networks. Our
integrated network included a miRNA eQTL network, a protein-protein interaction
network (InWeb), a gene regulatory network(RegNetwork), and correlation networks
on miRNAs and genes respectively. A single miRNA or target usually does not impact
the phenotypic outcome individually. To exploit the large scope of regulation, we
applied a network based learning approach to integrate multiple networks containing
multiple regulatory elements in ovarian cancer.
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Clustering scRNA-Seq Data Using TF-IDF

Marmar Moussa and Ion Măndoiu

Computer Science and Engineering Department,
University of Connecticut, Storrs, CT, USA

{marmar.moussa,ion}@engr.uconn.edu

Abstract. Single cell RNA sequencing (scRNA-Seq) is critical for under-
standing cellular heterogeneity and identification of novel cell types. We present
novel computational approaches for clustering scRNA-seq data based on the
TF-IDF transformation.

Introduction

In this abstract, we propose several computational approaches for clustering
scRNA-Seq data based on the Term Frequency - Inverse Document Frequency
(TF-IDF) transformation that has been successfully used in the field of text analysis.
Empirical evaluation on simulated cell mixtures with different levels of complexity
suggests that the TF-IDF methods consistently outperform existing scRNA-Seq
clustering methods.

Methods

We compared eight scRNA-Seq methods, including three existing methods and five
proposed methods based on the TF-IDF transformation. All methods take as input the
raw Unique Molecular Identifier (UMI) counts generated using 10X Genomics’ Cell-
Ranger pipeline [4]. Existing scRNA-Seq clustering methods are: the recommended
workflow for the Seurat package [3], the Expectation-Maximization (EM) algorithm
implemented in the mclust package [2], and a K-means clustering approach similar to
that implemented in the CellRanger pipeline distributed by 10X Genomics [1]. Two
types of TF-IDF based methods were explored. In first type of methods, TF-IDF scores
were used to select a subset of the most informative genes that were then clustered with
EM and spherical K-means. In the second type all genes were used for clustering, but
the expression data was first binarized using a TF-IDF based cutoff. The binary
expression level signatures were clustered using: hierarchical clustering with Jaccard
distance, and hierarchical clustering with cosine distance with or without an additional
cluster aggregation step.

Experimental Setup and Results

To assess accuracy we used mixtures of real scRNA-Seq profiles generated from FACS
sorted cells [4]. We selected five cell types: CD8+ cytotoxic T cells (abbreviated as C),



CD4+/CD45RO+ memory T cells (M), CD4+/CD25+ regulatory T cells (R), CD4+
helper T cells (H), and CD19+ B cells (B). We generated mixtures comprised of 5,000
cells sampled from all five cell types in equal proportions. Box-plots of classification
accuracy achieved by the eight compared methods are shown in Fig. 1. TF-IDF based
hierarchical clustering with cosine distance and cluster aggregation performs better
than all other methods, with a mean accuracy of 0.7418, followed by the TF-IDF based
spherical K-means, with a mean accuracy of 0.7125.

Acknowledgements. This work was partially supported by NSF Award 1564936 and a
UConn Academic Vision Program Grant.
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Fig. 1. Accuracy for the B:R:H:M:C datasets with 1:1:1:1:1 ratio.
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Circular RNA (or circRNA) is a type of RNA which forms a covalently closed con-
tinuous loop. It is now believed that circRNA plays important biological roles in some
diseases. Within the past several years, several experimental methods, such as
RNase R, have been developed to enrich circRNA while degrading linear RNA. Some
useful software tools for circRNA detection have been developed as well. However,
these tools may miss many circRNA. Also, existing tools are slow for large data
because those tools often depend on reads mapping.

In this paper, we present a new computational approach, named CircMarker, based
on k-mers rather than reads mapping for circular RNA detection as shown in Fig. 1.
The algorithm has two parts, including reference genome proprocessing and annota-
tions (part 1) and circular RNA detection (part 2).

In part 1, CircMarker creates a table for storing the k-mers within the reference
genome that are near the exon boundaries as specified by the annotations. The k-mer
table is designed to be space-efficient. We only record five types of information for
each k-mer, including chromosome index, gene index, transcript index, exon index and
part tag. The “part tag” specifies whether a k-mer comes from the head part or the tail
part of the exon.

Part 2 is divided into five steps. (1) Sequence reads processing: examine k-mers
contained in a read and search for a match in the k-mer table. (2) Filtering by hit
number: short exons should be fully covered by the reads more than one time.
Otherwise, the reads should be within both boundaries of the hit exons. (3) Filtering by
part tags: we collect part tags from start to end, and condense the tags which belong to
the same exons based on the number of hits. (4) Calling circRNA: both self-circular
case (single exon) and regular-circular case (multiple exon) are considered. In the
regular-circular case, we consider if the exon index increases/decreases monotonically
and identify the circular joint junction at the position of the first deceasing/increasing
position. (5) Refining circular RNA candidates (optional): only the candidates with
support number smaller than a predefined threshold will be viewed as correct one.

We use both simulated and real data for evaluation. We compared CircMarker with
three other tools, including CIRI [1], Find circ [3], and CIRCexplorer [4] in terms
of the number of called circular RNA, accuracy, consensus-based sensitivity, bias and
running time. The results are shown in Fig. 1.



– Simulated Data. The simulated data is generated by the simulation script released
by CIRI. The reference genome is chromosome 1 in human genome (GRCh37). The
annotation file is version 18 (Ensembl 73). Two different cases are simulated,
including 10X circRNA & 100X linear RNA, and 50X for both circular and linear
RNA.

– Real data: RNase R treated reads with public database. We choose CircBase [2]
as the standard circRNA database of homo sapiens. The reference genome and
annotation file come from homo sapiens GRCm37 version 75. The RNA-Seq reads
are from SRR901967.

– Real Data: RNase R treated/untreated Reads. The reference genome and
annotation file are from Mus Musculus GRCm38 Release79. RNase R
treated/untreated reads are from SRR2219951 and SRR2185851 respectively.

The results show that CircMarker runs much faster and can find more circular RNA
than other tools. In addition, CircMarker has higher consensus-based sensitivity and
high accuracy/reliable ratio compared with others. Moreover, the circRNAs called by
CircMarker often contain most circRNAs called by other tools in the real data we
tested. This implies that CircMarker has low bias. CircMarker can be downloaded at:
https://github.com/lxwgcool/CircMarker.
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Fig. 1. High Level Approach and Results: (1) High level approach: a fast check for finding circRNA
relevant reads, scanning k-mer sequentially from the beginning to the end for each read, and calling
circRNA using various criteria and filters. (2) Results of real data based on RNase R treated/untreated
reads. (3) Results of simulated data. (4) Results of real data based on RNase R treated reads with public
database.
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Abstract. Transcriptomic sequencing (RNA-seq) related applications allow for
rapid explorations due to their high-throughput and relatively fast experimental
capabilities, providing unprecedented progress in gene functional annotation,
gene regulation analysis, and environmental factor verification. However, with
increasing amounts of sequenced reads and reference model species, the
selection of appropriate reference species for gene annotation has become a new
challenge. In this study, we proposed a combinatorial approach for finding the
most effective reference model species through taxonomic associations and
ultra-conserved orthologous (UCO) gene comparisons among species. An online
system of multiple species selection (MSS) for RNA-seq differential expression
analysis was developed and evaluated. In the designed system, a set of 291
reference model eukaryotic species with comprehensive genomic annotations
were selected from the RefSeq, KEGG, and UniProt databases. Using the pro-
posed MSS pipeline, gene ontology and biological pathway enrichment analysis
can be efficiently and effectively achieved, especially in the case of transcrip-
tomic analysis of non-model organisms. Regarding the experimental results of
selecting appropriate reference model species by analyzing taxonomic rela-
tionships and comparing UCOs, accurate evolutionary distances are calculated
using sequence alignment and applied to compensate for indistinguishable
characteristics of the taxonomic tree. Here, we performed RNA-seq experiments
in four non-model species, and the results confirmed that evolutionary distances
between species could be ascertained using UCO gene sets. We also performed
enrichment analysis of the identified differentially expressed genes using Gene
Ontology (GO) and KEGG biological pathway approaches. For example,
though GO analysis of Corbicula fluminea under hypoxic conditions, we
identified additional significant GO terms, including the Notch signaling path-
way, cytoskeletal protein binding, and hydrolase activity. These additionally
identified GO terms have been found to be associated with hypoxia in previous
reported studies. For KEGG biological pathway analysis, additional significant



biological pathways could be also identified, such as the CAM pathway, by
increasing the number of appropriate reference species. Therefore, pertinent
selection of multiple reference species for transcriptomic analysis can reduce
required computational hours and unnecessary searches against the
non-redundant gene dataset. In addition, selecting multiple appropriate species
as reference model species helps to reduce missing crucial annotation infor-
mation, allowing for more comprehensive results than those obtained with a
single model reference species.

Keywords: RNA-seq � Reference model species � Differential expression
analysis � Ultra-conserved orthologous genes � Gene ontology � Biological
pathway
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The advent of Next Generation Sequencing (NGS) methods has popularized
sequencing in various fields of research such as medicine, pharmacy, food
technology and agriculture. Aside from DNA sequencing, NGS also enabled
RNA sequencing using sequencing-by-synthesis approach. While 3rd genera-
tion sequencing technologies are rapidly taking over their share of DNA
sequencing market, due to the fact that read length is less important for RNA
data analysis, RNA sequencing is still predominately done using NGS. How-
ever, it seems likely that at least some aspects of RNA analysis would benefit
from increased read length.

Of the currently available RNA-seq aligners BBMap [1] claims to support
both PacBio and ONT data, while PacBio GitHub pages offer instructions for
working with STAR [2] and GMap [3]. Several available DNA aligners, such as
BWA-MEM [4] have been proven to work well with PacBio and ONT data, but
they do not offer support for mapping RNA reads to a transcriptome.

In this paper we present an updated version of GraphMap [5] that uses given
annotations to generate a transcriptome, and then maps RNA reads to the
generated transcriptome using a DNA mapping algorithm. Afterwards, the
mapping results are translated back into the genome coordinates. Since initial
alignments are calculated for the transcriptome, there is no need to consider
spliced alignments and alternative gene splicing. In this way, we can leverage
the mapping quality of a proven DNA aligner designed for long and erroneous
reads without the need for additional computation to determine exon junctions.

We have compared the new version of GraphMap to three RNA aligners
claiming support for 3rd generation sequencing data: BBMap, GMap and
STAR. All aligners were tested on three synthetic datasets simulated using a
PacBio DNA simulator PBSIM [6]. Since PBSIM is a DNA simulator, to
simulate RNA reads it was applied to a transcriptome generated from gene
annotations. PBSIM model for CLR reads was used for simulations, and
parameters were set for PacBio ROI (Reads of Insert). Alignment results were
evaluated by comparing them to MAF files containing information on read
origins generated by PBSIM as a part of simulation.

This work has been supported in part by Croatian Science Foundation under the project
UIP-11-2013-7353 “Algorithms for Genome Sequence Analysis”.



The results displayed in Table 1 show that GraphMap outperforms other
aligners by all criteria successfully aligning a read to all exons from its origin
(hit all) for over 80% of reads and successfully aligning a read to at least one
exon of its origin (hit one) for over 90% of the reads. It surpasses the results of
other aligners by 5–10% on all datasets.

The research presented in this paper demonstrates that the idea to use an
appropriate DNA aligner and gene annotations to map RNA reads to a tran-
scriptome and then to transform the mapping results back to genome coordinates
is very feasible. Updated GraphMap clearly outperforms other tested splice
aware aligners on all datasets. The results suggest that by implementing splice
aware mapping logic into a DNA mapper which works well with third gener-
ation sequencing data could also work well for de novo RNA spliced mapping.

Keywords: RNA � Transcriptome � Gene annotations � RNA alignment
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Table 1. Aligner evaluation results. The table shows the percentage of reads for
which alignment overlaps all exons from read origin (hit all) and the percentage
of reads for which alignment overlaps at least one exon from read origin (hit
one).

Aligner STAR BBMap GMap Graphmap

Dataset Hit all Hit
one

Hit all Hit
one

Hit all Hit
one

Hit all Hit
one

1 46.7% 47.1% 87.0% 88.1% 84.7% 85.7% 93.5% 94.1%

2 32.1% 35.2% 54.4% 78.4% 73.0% 85.4% 82.0% 94.1%

3 33.1% 35.7% 26.8% 61.2% 70.0% 83.8% 85.7% 94.5%
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Although protein separation techniques have been significantly advanced, it is still a
challenging problem to separate proteoforms with similar weights and similar chemical
properties, especially those with the same amino acid sequence, but different
post-translational modification (PTM) patterns, in top-down mass spectrometry [1].
Tandem mass spectrometry analysis of two or more proteoforms that are not separated
by protein separation methods and have similar molecular masses results in a multi-
plexed tandem mass (MTM) spectrum, which is a superimposing of the tandem mass
spectra of the proteoforms [4]. There are two types of MTM spectra: heterogeneous
multiplexed tandem mass (HetMTM) spectra are generated from proteoforms of two or
more different proteins; homogeneous multiplexed tandem mass (HomMTM) spectra
from proteoforms of the same protein with different PTM patterns.

We focus on the study of the identification and quantification of modified prote-
oforms using HomMTM spectra, in which purified proteins are often analyzed and the
target protein is often known. Let P be a unmodified target protein sequence and S a
HomMTM spectrum generated from k modified proteoforms of P. Denote Q as the set
of modified proteoforms of P that match the precursor mass of S. The HomMTM
spectral identification problem is to find k proteoforms in Q and their relative abun-
dances such that the peaks (their m=z values and intensities) in spectrum S are best
explained [1].

We formulate the HomMTM spectral identification problem as the minimum error
k-splittable flow (MEkSF) problem on graphs with vertex capacities, in which each
path corresponds to a modified proteoform and the flow on the path corresponds to the
relative abundance of the proteoform. The goal is to find a k-splittable flow F with a
fixed flow value f (F can be decomposed to k or less than k paths) from the source to
the sink in a given graph G such that the sum of the errors on the vertices is minimized.

We prove that the MEkSF problem is NP-hard when k is part of the input and
propose a polynomial time algorithm for the problem on layered directed graphs when
k is a constant. The algorithm consists of two steps: for a given number k, the packing



step determines a set of flow value candidates for k flows, and the routing step finds out
the paths for the k flow values that minimize the sum of errors on vertices. When k ¼ 2,
we prove that the number of flow value candidates is limited by jV j, which is the
number of vertices in the graph, and propose an efficient dynamic programming
algorithm for solving the routing problem. The total time complexity of the algorithm is
Oðl4hjV jÞ, where l is the largest number of vertices in a layer and h is the number of
layers in the graph.

We tested the algorithm on a data set of the histone H4 protein with 3; 254
top-down tandem mass spectra. The mass spectra were deconvoluted using
MS-Deconv [3]. After searching the deconvoluted spectra against the histone H4
sequence, the proposed method identified 625 spectra with at least 10 matched frag-
ment ions, of which 441 were matched to single proteoforms and 184 matched to
proteoform pairs. For each identified proteoform pair, we computed the difference
between the number of fragment ions matched to the pair and that matched to the
higher abundance proteoform only. Compared with the higher abundance proteoform,
the proteoform pair increased the number of matched fragment ions by at least 10 for
39 of the 184 proteoform pairs. In addition, we computed the difference between the
sum of peak intensities explained by the pair and that by the higher abundance pro-
teoform only. Proteoform pairs increased explained peak intensities by at least 20% for
26 spectra compared with single proteoforms.

We also compared the proposed method with MS-Align-E [2] on the histone H4
data set. MS-Align-E identified from the data set 1; 037 spectra, of which 184 were
matched to a proteoform pair by the proposed method. For 43 of the 184 spectra, the
proposed method increased the number of matched fragment ions by at least 10
compared with MS-Align-E.
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Abstract. In shotgun proteomics, the identification of proteins is a two-stage
process: peptide identification and protein inference [1]. In peptide identifica-
tion, experimental MS/MS spectra are searched against a sequence database to
obtain a set of peptide-spectrum matches (PSMs) [2–4]. In protein inference,
individual PSMs are assembled to infer the identity of proteins present in the
sample [5–7]. Evaluating the statistical significance of the protein identification
result is critical to the success of proteomics studies. Controlling the false dis-
covery rate (FDR) is the most common method for assuring the overall quality
of the set of identifications. However, the problem of accurate assessment of
statistical significance of protein identifications remains an open question [8, 9].
Existing FDR estimation methods either rely on specific assumptions or rely on
the two-stage calculation process of first estimating the error rates at the
peptide-level, and then combining them somehow at the protein-level. We
propose to estimate the FDR in a non-parametric way with less assumptions and
to avoid the two-stage calculation process.

We propose a new protein-level FDR estimation framework. The frame-
work contains two major components: the Permutation+BH (Benjamini–
Hochberg) FDR estimation method and the logistic regression-based null
inference method. In Permutation+BH, the null distribution of a sample is
generated by searching data against a large number of permuted random protein
database and therefore does not rely on specific assumptions. Then, p-values of
proteins are calculated from the null distribution and the BH procedure is
applied to the p-values to achieve the relationship of the FDR and the number of
protein identifications. The Permutation+BH method generates the null distri-
bution by the permutation method, which is inefficient for online identification.
The logistic regression model is proposed to infer the null distribution of a new
sample based on existing null distributions obtained from the Permutation+BH
method. In our experiment based on three public available datasets, our Per-
mutation+BH method achieves consistently better performance than MAYU,
which is chosen as the benchmark FDR calculation method for this study. The
null distribution inference result shows that the logistic regression model
achieves a reasonable result both in the shape of the null distribution and the
corresponding FDR estimation result.
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Many computational methods have been developed to predict PPIs, but most of them
are intended for PPIs within a same species rather than for PPIs across different species.
Motivated by the recent increase in data of virus-host PPIs, a few computational
methods have been developed to predict virus-host PPIs, but most of them cannot be
applied to new viruses or new hosts that have no known PPIs to the methods. A recent
SVM model called DeNovo [1] is perhaps the only one that can predict PPIs of new
viruses with a shared host. Protein sequence similarity between different types of
viruses or hosts is relatively low, so predicting virus-host PPIs for new viruses or hosts
is quite challenging.

We obtained all known PPIs between virus and host from four databases, APID,
IntAct, Mentha and UniProt, which use same protein identifiers. As of December 2016,
there were a total of 12,157 PPIs between 29 hosts and 332 viruses. For negative data,
we obtained protein sequences of major hosts (human, non-human animal, plant, and
bacteria) from UniProt, and removed those with a sequence similarity higher than 80%
to any positive data.

We constructed several datasets to examine the applicability of our prediction
method to new viruses and hosts.

1. Training (TR) and test (TS) sets for assessing the applicability to new viruses
TR1: 10,955 PPIs between human and any virus except H1N1
TR2: 11,341 PPIs between human and any virus except Ebola virus
TR3: 11,617 PPIs between any host and any virus except H1N1
TR4: 12,007 PPIs between any host and any virus except Ebola virus
TS1: 381 PPIs between human and H1N1 virus
TS2: 150 PPIs between human and Ebola virus

2. Training (TR) and test (TS) sets for assessing the applicability to new hosts
TR5: 11,491 PPIs between human and any virus
TS5.1: 488 PPIs between non-human animal and any virus
TS5.2: 17 PPIs between plant and any virus
TS5.3: 143 PPIs between bacteria and any virus

We built a support vector machine (SVM) model using LIBSVM with the radial
basis function as a kernel. The SVM model uses several features of protein sequences:
the relative frequency of amino acid triplets (RFAT), frequency difference of amino



acid triplets (FDAT), amino acid composition (AC), and transition, distribution and
composition of amino acid groups. The first three features (RFAT, FDAT and AC) are
improved features developed in our previous study of single host-virus PPIs [2], and
the last three features (transition, distribution and composition) were developed by You
et al. [3] for PPIs in a single species.

The SVM model was evaluated in several ways: 10-fold cross validation on several
datasets with different ratios of positive to negative data instances and independent
testing on new viruses and hosts. In the 10-fold cross validation on three datasets of
different ratios of positive to negative data (1:1, 1:2 and 1:3), the best performance
(sensitivity = 85%, specificity = 96%, accuracy = 86%, PPV = 86%, NPV = 85%,
MCC = 0.71, and AUC = 0.93) was observed in the balanced dataset with 1:1 ratio of
positive to negative data. As expected, running the SVM model on unbalanced datasets
resulted in lower performances than running it on the balanced dataset.

The model was tested on new viruses using 2 independent datasets of PPIs of H1N1
and Ebola virus, which were not used in training the model. Proteins of H1N1 virus
have an average sequence similarity of 9.6% to those of other viruses, and proteins of
Ebola virus have a sequence similarity of 10.9% to other viruses. Despite such a low
sequence similarity of proteins in test datasets to those in training datasets, the model
showed a relatively high performance in independent testing (in datasets TR1-TS1,
TR2-TS2, TR3-TS1 and TR4-TS2, it showed accuracies of 78%, 78%, 77% and 82%,
respectively).

Likewise, we tested the model on new hosts. A model trained with human-virus
PPIs (TR5) was tested on PPIs of viruses with non-human, which include non-human
animal (TS5.1), plant (TS5.2) and bacteria (TS5.3). The average sequence similarity of
human proteins to non-human animal, plant, and bacteria is lower than 10.7%, but the
model showed accuracies of 66%, 68% and 67% in test sets of non-human animal,
plant, and bacteria, respectively.

In this study, we developed a general method for predicting PPIs between any virus
and any host. In independent testing of the model on new viruses and hosts, it showed a
high performance comparable to the best performance of other methods for PPIs
between a specific virus and its host. This method will be useful in finding potential
PPIs of a new virus or host, for which little information is available. The program and
data are available at http://bclab.inha.ac.kr/VirusHostPPI.
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1 Introduction

In industrial agricultural breeding, double haploid based generation of inbred maize
lines has accelerated the time to market of commercial seed varieties [5]. Traditionally,
haploid corn seeds are manually discriminated from the diploid seeds using visual
indications of the molecular marker system that is selectively expressed in the embryo
region of the diploid seeds. In the industrial scale, there have been two notable
automation efforts based on the R1-nj marker system [2, 4]. However due to the
extensive phenotypic variation of the marker expression [1] and heterogeneity arising
from image acquisition in the field, developing computer vision methods to classify
seed images is challenging, and approaches robust in recovering haploids are lacking.

2 Results and Discussion

Convolutional neural networks (CNN) have been used successfully for traffic sign
recognition, face verification and with autonomous driving vehicles [3]. In this work,
we investigate, to our knowledge for the first time, the application of a convolutional
network to sort maize haploid seeds from diploids using thousands of images of corn
seeds (see Fig. 1). We obtained 4731 corn seed RGB images consisting of 952 haploid
and 3779 diploid seeds from several different proprietary maize inbred lines. We train
our network using the image dataset that was randomly split into 4021 training (809
haploid and 3212 diploid seeds) and 710 test (143 haploids and 567 diploids) images
with 20% haploids in both sets. The training images were further divided into 5-folds to
assess its performance under random data splits on unseen data.

We demonstrate deep convolutional networks perform significantly better as
compared to several other classifiers that use seed texture, color, and shape features (see
Table 1). On the test data set, our network achieved the highest classification accuracy
(0.968) among all methods used in our experiments. We looked into the
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misclassifications of our method and the best performing comparative method
(SVM) to gain insight into its ability to classify haploid and diploid categories sepa-
rately in the test dataset. Out of the 567 diploids and 143 haploids in the test dataset,
CNN misclassifies 12 haploids as diploids, and 11 diploids as haploids. However, the
SVM has a higher tendency to classify haploids as diploids. It classifies 66 haploids as
diploids (and 22 diploids as haploids), possibly reflecting dataset class distribution.

Visualizations of the neuronal activations in the convolutional layers indicate the
network derives features that are discriminative of embryo regions between haploids
and diploids (results not shown here). With the advent of technological advances in
agriculture, convolutional networks and other deep learning techniques hold promise
for several applications within the agricultural industry.
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Fig. 1. Convolutional neural network architecture schematic for haploid seed sorting. Input images of
the corn seeds are convolved with 16 filter kernels in each convolutional layer, followed by two fully
connected layers and an output layer.

Table 1. Classification accuracies comparing CNN and other classifiers using texture features
(values within brackets indicate results using all features; CV:Cross Validation)

CNN SVM Random forest Logistic regression

CV 0.961 0.857 (0.836) 0.840 (0.823) 0.749 (0.777)
Train 1.000 0.911 (0.994) 1.000 (0.997) 0.751 (0.786)
Test 0.968 0.876 (0.839) 0.845 (0.824) 0.775 (0.772)
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The Human Phenotype Ontology (HPO) was constructed by Robinson et al. in 2008,
which is one of the most widely used bioinformatics resources [7]. The unified and
structured vocabulary of HPO helps to display the phenotypic characteristics, con-
structs a directly acyclic graph (DAG), and provides a convenient way to study the
phenotype similarity.

In recent years, various HPO-based semantic similarity measurements have been
proposed to measure the phenotype similarity. Most of these methods are based on the
Information Content (IC), including Resnik [6], Schlicker measure [8] and Phenomizer
[3]. Besides, PhenomeNet [2] and OWLSim [9] are further developed to calculate two
phenotype sets similarity based on simGIC [5]. HPOSim [1] provides an open source
package to measure phenotype similarity, which integrates seven widely used
HPO-based similarity measurements.

Most of the aforesaid methods are revised based on GO-based similarity mea-
surements, which mainly consider the annotations and topological informations of
phenotype terms and neglect the unique features of HPO. Therefore, we proposed a
novel method, termed as PhenoSim, to calculate the phenotype similarity [4]. Our
method consists of denoising model, which model the noises in the patient phenotype
data set, and a novel path-constrained Information Content similarity measurement.
The whole process of PhenoSim can be grouped into three steps: constructing the
phenotype network, reducing noise data in patients’ phenotype set using PageRank
algorithm, and calculating the phenotype set similarities by a novel path-constrained
Information Content.

Furthermore, the existing tools of measuring phenotype similarity mainly have two
drawbacks: Firstly, existing tools ignores the importance of phenotype text, which are
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often used to describe the symptoms of patients, and none of them allow phenotype text
as input. Secondly, none of existing tools supplies interface to visualize the similarity
results instead of listing the final similarity value directly. Thus, it is necessary to
develop an easy-to-used web application to allow researchers to type in phenotype text
and visualize the final phenotype similarity results.

In this paper, we present a novel web tool termed as PhenoSimWeb, which is
available at 120.77.47.2:8080, to measure HPO-based phenotype similarities and to
visualize the result with an easy-to-use graphical interface. Comparing with the existing
tools, PhenoSimWeb has the following advantages:

– PhenoSimWeb offers researchers a novel phenotype semantic similarity measure-
ment which considers the unique features of HPO.

– PhenoSimWeb allows researchers to type in the phenotype text that describes
phenotype features.

– PhenoSimWeb provides an easy-to-use graphical interface to visualize phenotype
semantic similarity association.
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A repeat is a segment of DNA that appears multiple times in the genome in an identical
or near-identical form. There are many types of repeats such as transposable elements
(TEs), tandem repeats, satellite repeats, and simple repeats. Among them, TEs are
perhaps the most well-known one. Even though many computational approaches have
been developed for constructing consensus repeats, it is still useful to construct repeats
directly from reads for complex genomes. Repeats usually have many copies in the
genome. For low divergent and high copy number repeats, it is highly likely that
k-mers generated from their copies will be identical at the same position. Thus, repeats
can be assembled from these high frequent k-mers. RepARK [3] and the original
REPdenovo [1] are developed based on this observation. The original REPdenovo
outperforms RepARK because it conducts a second-round assembly: it attempts to
assemble short contigs in order to form longer consensus repeats based on the reliable
prefix-suffix matches of contigs. However, REPdenovo performs less well for highly
divergent or low copy number repeats. One reason is that k-mers originated from high
divergent regions of a long repeat usually have low frequency, and thus will be filtered
out. This leads to fragmented assembled repeats. Another reason is that variations make
it difficult to merge the fragmented contigs to form complete repeats. In Fig. 1 (A) and
(B), we show two examples to illustrate the situation described above.

In this paper, we propose an improved method (with pipeline shown in Fig. 1(C))
for reconstructing repeat elements from short reads. Similar to the original REPdenovo,
our new method also finds and assembles these highly frequent k-mers to form con-
sensus repeat sequences. There are two main improvements in the improved REPde-
novo over the original REPdenovo:

– Our new method uses more repeat-related k-mers for repeat assembly, and can
assemble longer consensus repeats. Briefly, with high frequent k-mers used as a
“reference”, low frequent k-mers originated from high divergent regions will be
recruited by a “mapping-based alignment” approach.

– Our new method uses a randomized algorithm to generate more accurate consensus
k-mers. This improves the quality of the assembled repeats.

Compared to the original REPdenovo and RepARK, our new method can construct
more fully assembled repeats in Repbase on both Human and Arabidopsis data,
especially for higher divergent, lower copy number and longer repeats. Figure 1(D)
shows the comparison between the constructed repeats of the two versions in Repbase



on Human data. Figure 1(E) illustrates one case that the improved REPdenovo fully
construct the repeats while the original REPdenovo fails to. We also apply the new
method on Hummingbird data, which has no existing repeat library. Most of the repeats
constructed by our new method for Hummingbird can be fully aligned to PacBio long
reads. Many of these repeats are long. More than half of the Hummingbird repeats are
masked by RepeatMasker, which indicates our assembly works reasonably well.
Moreover, many of the assembled repeats are likely to be novel because there are no
matches in RepBase. Our new approach has been implemented as part of the
REPdenovo software package, which is available for download at https://github.com/
Reedwarbler/REPdenovo.
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Fig. 1. Observations, pipeline of the method, and results of the improved REPdenovo. (A) Obser-
vation one: k-mers from high divergent regions are filtered out and thus form gaps, which leads to
fragmented assembled sequences. (B) Observation two: variations make it difficult to assemble long
contigs. (C) Pipeline of the improved REPdenovo. (D) Comparison between the original and the
improved version of REPdenovo on constructed human repeats in Repbase. (E) One example for
comparing the assembly quality on one repeat between the original and the improved REPdenovo.
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Sorting genomic permutations by rearrangement operations is a classic problem in
studying genome rearrangements. Many tools or algorithms have been proposed for
sorting signed genomic permutations [1, 2]. In fact, given a pair of permutations, there
are often more than one optimal rearrangement scenarios, especially when the rear-
rangement distance between this permutation pair is large. And sometimes, for the same
pair of permutations, the computed rearrangement scenarios using different tools are not
consistent. Hence, how to know whether the calculated scenarios are solid and bio-
logically meaningful becomes an essential task. Up to now, several mechanisms for
genome rearrangements have been reported [3, 4]. Statistics analyzes showed that
breakpoints are often associated with repetitive elements [5, 6]. There was evidence
showing that a reversal can be mediated by a pair of inverted repeats (IRs) [7, 8]. Hence,
whether there exist repeats at the breakpoints of rearrangement events may give us a clue
on whether the calculated rearrangement scenarios are biologically meaningful.

In this paper, we describe a new tool named GRSR for deriving genome rear-
rangement scenarios from multiple unichromosomal genome sequences and checking
whether there are repeats at the breakpoints of each calculated rearrangement event.
The input of the GRSR tool is a set of unichromosomal genome sequences and the
output is pairwise rearrangement scenario which is a series of transpositions, block
interchanges and reversals. Besides, for each calculated rearrangement event, GRSR
checks whether there exist repeats which may mediate this rearrangement event.

The GRSR tool is comprised of four primary steps. Firstly, we use Mugsy [9] to
conduct a multiple sequence alignment of the input genomes and the alignment result is
in an MAF file. Secondly, as transpositions, block interchanges and reversals happen
on sequences which are shared by genomes, we extract the coordinates of core blocks
(shared by all of the input genomes) from the MAF file. Thirdly, we utilize the
coordinates of core blocks to construct synteny blocks using GRIMM [2] and each
input genome will be represented by a signed permutation describing the synteny block
order on its chromosome. Lastly, we implement a novel method to compute the
pairwise rearrangement scenario which is a series of rearrangement events involved in
transforming one genome’s permutation into another. The computed rearrangement



scenarios will only include rearrangement events which happen on a single chromo-
some, such as transpositions, block interchanges and reversals. Given a pair of signed
permutations s and d, the GRSR tool calculate rearrangement scenario from s to d by
merging blocks which are on the same order on s and d, then detecting and removing
obvious (independent) transpositions and block interchanges and finally sorting per-
mutations s and d by reversals using GRIMM. Once getting a rearrangement event, the
GRSR tool will check whether there are repeats at the breakpoints of this event using
BLAST [10]. The GRSR tool writes the rearrangement scenarios and whether there are
repeats at the breakpoints of each rearrangement event into the report.txt file.

We applied the GRSR tool on complete genomes of 28Mycobacterium tuberculosis
strains, 24 Shewanella strains and 2 Pseudomonas aeruginosa strains, respectively.
From the results generated by the GRSR tool, we observed that many reversal events
were flanked by a pair of inverted repeats so that the two ends of the reversal region
remain unchanged before and after the reversal event. We also observed that in other
rearrangement operations such transpositions and block interchanges, there exist repeats
(not necessarily inverted) at the breakpoints, where the ends remained unchanged before
and after the rearrangement operations. In the results for Pseudomonas aeruginosa
strains, we found an example in which the existence of repeats may explain breakpoint
reuse. All the above observations suggest that the conservation of ends could possibly be
a popular phenomenon in many types of genome rearrangement events.
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Introduction: Phylogenetic tree reconciliation is fundamental to understanding how
genes have evolved within and between species. Given a gene tree that depicts how a
set of genes has diverged from one another and a species tree that depicts how a set of
species has speciated, the reconciliation problem proposes a nesting of the gene tree
within the species tree and postulates evolutionary events to account for any observed
incongruence.

However, within eukaryotes, the most popular reconciliation algorithms consider
only a restricted set of evolutionary events, typically modeling only duplications and
losses [1, 2] or only coalescences [3, 4]. Recently, the DLCoal model was proposed to
unify duplications, losses, and coalescences through an intermediate locus tree that
describes how new loci are created and destroyed [5]. Here, the locus tree evolves
within the species tree according to a duplication-loss model, and the gene tree evolves
within the locus tree according to a modified multispecies coalescent model. Two
algorithms exist for reconciliations under this model: DLCoalRecon [5], which infers
the maximum a posteriori reconciliation, and DLCpar [6], which infers a most par-
simonious reconciliation. However, both methods assume that the gene tree is known
and do not account for errors that may occur during gene tree reconstruction.

To address this challenge, we present DLC-Coestimation, a probabilistic inference
method that simultaneously reconstructs the gene tree and reconciles it with the species
tree. Given as input a sequence alignment, a species tree, and model parameters
including the duplication and loss rate, the population size, and the substitution rate,
our algorithm relies on a Bayesian framework to jointly optimize the sequence like-
lihood and the reconciled tree prior. We show how each term in our inference algorithm
corresponds to one component of the underlying generative evolutionary process, and
we propose an efficient algorithm for optimizing the overall probability through an
iterative hill-climbing procedure combined with Monte Carlo integration.

Results: Our experimental evaluation demonstrates that DLC-Coestimation outper-
forms existing approaches in ortholog, duplication, and loss inference.



Using a simulated clade of 12 flies, we show that independent reconstruction of the
gene tree followed by reconciliation substantially degrades inferences compared to
using the true gene tree, even when gene trees are reconstructed with popular
top-performing methods. Interestingly, while DLC-Coestimation outperforms
DLCoalRecon for every simulation setting, it outperforms DLCpar only for data sets
with large amounts of ILS. This finding suggests that our algorithm is better able to
handle data sets with low phylogenetic signal, a problem that will become increasingly
prevalent as we sequence denser clades.

We also assessed DLC-Coestimation performance on a biological data set of 16
fungi. While all reconciliation methods recover a similar percentage of syntenic
orthologs, DLC-Coestimation infers substantially fewer duplications and losses than
DLCoalRecon and DLCpar, suggesting that our algorithm is better able to remove
spurious duplication and loss events that result from ILS. Furthermore, duplications
inferred by DLC-Coestimation are more plausible, with a higher percentage of species
overlap post-duplication.

Conclusion: This work demonstrates the utility of coestimation methods for inferences
under joint phylogenetic and population genomic models. The DLC-Coestimation
software is freely available for download at https://www.cs.hmc.edu/*yjw/software/
dlc-coestimation.
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One of the most fundamental tasks in biology is deciphering the history of life on
Earth. To achieve that goal, an important step in many phylogenomic analyses is the
reconstruction of a tree of ancestor-descendant relationships, a gene tree, for each
family of orthologous genes in a dataset. Such analyses have revealed widespread
discordance between gene trees [6]. Apart from statistical errors, various mechanisms
may lead to incongruences between gene histories, such as hybridization events,
duplications and losses in gene families, incomplete lineage sorting, and most
importantly, horizontal genetic transfers [4, 9, 11].

Horizontal gene transfer (HGT) is the non-vertical transfer of genes between
contemporaneous organisms (as opposed to the standard vertical transmission between
parent and offspring). HGT, which is largely mediated by viruses (bacteriophages),
plasmids, transposons and other mobile elements, is particularly common in prokary-
otes and has been recognized to play an important role in microbial adaptation, with
implications in the study of infectious diseases [13]. Estimates of the fraction of genes
that experienced HGT vary widely, some as high as 99% [3, 6]. These have led some
researchers to question the meaningfulness of the Tree of Life concept [1, 5, 8, 14].
However, despite HGT, that turns evolution into a network of relationships, there is
ample evidence that an underlying species tree signal can still be distilled and separated
from non tree-like events [2, 6, 7, 10].

In [12], Roch and Snir investigated the feasibility of reconstructing the phylogeny
of a four-taxa set - a quartet - using a simple plurality inference rule. Assuming that
HGT events are consistent with a Poisson process of a constant rate, they proved that
this reconstruction is achieved with high probability if the number of HGT events per
gene is Oð n

lognÞ (where n is the number of species). This implies that the number of
HGT events can be almost proportional to the number of gene tree edges without
destroying the overall tree signal.

In this work we develop the study of the quartet plurality rule, by extending it into
a complete tree reconstruction scheme. We first complement [12] by finding a lower
bound for the probability of simultaneous correct inference of a multitude of quartets,
as a function of the size of the species set, the number of gene trees, and the frequency
of HGT events. Since every phylogeny is uniquely determined by its induced quartets,
accurate reconstruction of the entire set of quartets implies accurate phylogenetic
reconstruction, that can be done in this case in polynomial time. Next, we show via
detailed simulations, that even when the number of HGT events is much larger than



what the theory of [12] dictates, the plurality inference rule still enables accurate tree
reconstruction. In the last part of the paper, we demonstrate that the plurality rule can
be a viable tool for real data phylogenetic reconstruction, by applying the above
theoretical principles to two sets of prokaryotes. The constructed phylogenies of these
two sets are shown to be comparable with (and complementary better than) other
suggested evolutionary trees in a number of tests.

Based on our analysis, some interesting questions arise. From a theoretical per-
spective, our ability to reconstruct accurate phylogenies in practice despite surprisingly
high rates of HGT, suggest that the known upper bound for HGT rates that still enable
successful tree reconstruction can be further improved. In addition, it is noteworthy that
weights were also incorporated in the reconstruction scheme used in this paper. Since
only three types of weights were tested, it would be desirable to explore new weighting
functions that may be beneficial to the accuracy of tree reconstruction.
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Duplication-Transfer-Loss (DTL) reconciliation is one of the most effective techniques
for studying the evolution of gene families and inferring evolutionary events. Given the
evolutionary tree for a gene family, i.e., a gene tree, and the evolutionary tree for the
corresponding species, i.e., a species tree, DTL reconciliation compares the gene tree
with the species tree and reconciles any differences between the two by proposing gene
duplication, horizontal gene transfer, and gene loss events. DTL reconciliations are
generally computed using a parsimony framework where each evolutionary event is
assigned a cost and the goal is to find a reconciliation with minimum total cost [1–3].
The resulting optimization problem is called the DTL-reconciliation problem.

The standard formulation of the DTL-reconciliation problem requires the gene tree
and the species tree to be rooted. However, while species trees can generally be
confidently rooted (using outgroups, for example), gene trees are often difficult to root.
As a result, the gene trees used for DTL reconciliation are often unrooted. When
provided with an unrooted gene tree, existing DTL-reconciliation algorithms and
software first find a root for the unrooted gene tree that yields the minimum recon-
ciliation cost and then use the resulting rooted gene tree for the reconciliation. How-
ever, there is a critical flaw in this approach: Many gene trees have multiple optimal
roots, and yet, only a single optimal root is randomly chosen to create the rooted gene
tree and perform the reconciliation. Here, we perform the first in-depth analysis of the
impact of uncertain gene tree rooting on DTL reconciliation and provide the first
computational tools to quantify and negate the impact of gene tree rooting uncertainty.

To properly account for rooting uncertainty, we define a consensus reconciliation,
which summarizes the different reconciliations across all optimal rootings of an
unrooted gene tree and makes it possible to identify those aspects of the reconciliation
that are conserved across all optimal rootings. We study basic structural properties of
consensus reconciliations and analyze a large biological data set of over 4500 gene
families from a broadly sampled set of 100 predominantly prokaryotic species [4]. Our
analysis focuses on several fundamental aspects of DTL reconciliation with unrooted
gene trees including prevalence of multiple optimal rootings, structure of optimal roots
in multiply rooted gene trees, impact of gene tree error and evolutionary event costs,
information content of consensus reconciliations, and conservation of event and
mapping assignments in consensus reconciliations.



Our experimental results show that a large fraction of gene trees have multiple
optimal rootings and that gene tree error significantly increases the fraction of multiply
rooted gene trees. The prevalence of multiple optimal rootings is also heavily influ-
enced by gene tree size, with smaller gene trees more likely to have multiple optimal
roots. An analysis of the placement of optimal roots shows that multiple roots often, but
not always, appear clustered together in the same region of the gene tree. This a highly
desirable property since it maximizes the information content, or size, of consensus
reconciliations and also makes it easier to estimate the “true” root position. A detailed
study of the computed consensus reconciliations reveals that most aspects of the rec-
onciliation, i.e., event and mapping assignments, remain conserved across the multiple
rootings, showing that unrooted gene trees can be meaningfully reconciled even after
accounting for multiple optimal roots. Our analysis also uncovers several interesting
patterns in the reconciliations of singly rooted and multiply rooted gene trees.

The results of our experimental analysis have important implications for the
application of DTL reconciliation in evolutionary studies, and the techniques intro-
duced in this work make it possible to systematically avoid incorrect evolutionary
inferences caused by incorrect or uncertain gene tree rooting. Our tools for computing
consensus reconciliations have been implemented into the phylogenetic reconciliation
software package RANGER-DTL, freely available from http://compbio.engr.uconn.
edu/software/RANGER-DTL/.
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The Bacteria Biotope event extraction (BB) task [1] as the one of biomedical event
extraction task has been put forward in the BioNLP Shared Task in 2016. The purpose
of the BB task is to study the interaction mechanisms of the bacteria with their envi-
ronment from genetic, phylogenetic and ecology perspectives. The methods based on
shallow machine learning methods for BB event extraction need to extract the manual
features. However, the construction of complex hand-designed features mainly relies
on preferred experience and knowledge. Furthermore, manual efforts may hurt the
generalization performance of the system and lead to over-design. Deep learning
methods provide an effective way to reduce the number of handcrafted features. But the
approaches take all words as equally important and are not able to capture the most
important semantic information in a sentence.

In this paper, we propose a novel Bidirectional Gated Recurrent Unit (BGRU)
Networks framework based on attention mechanism, using the corpus from the
BioNLP’16 Shared Task on BB task. The BGRU networks as a deep learning frame-
work can reduce the number of handcrafted features and the attention mechanism can
take advantage of the important information in the sentence. Simultaneously, we employ
a biomedical domain-specific word representation training model, which merges rele-
vant biomedical information including stem, chunk, entity and part-of-speech
(POS) tags into word embeddings. The system architecture for event extraction based
on attention-based BGRU can be summarized in Fig. 1. Firstly, the Shortest Path
enclosed Tree (SPT) between two entities is obtained by GENIA Dependency parser
(GDEP) [2] and the SPT is extended to the dynamic extended tree (DET) [3], which can
accurately encode the input information. Secondly, the DET is mapped to embeddings
which are concatenated by the word embeddings, POS embeddings and distance
embeddings. Thirdly, a recurrent neural network with attention-based BGRU is estab-
lished to acquire the hidden layer. Then, the significant information in a sentence is
obtained by a weight vector, which could learn word features automatically. Therefore, a
sentence feature can be gained by multiplying the weight vector. Lastly, we utilize a
softmax function to predict the label for classification.

The experimental results on the BioNLP-ST’16 BB-event corpus show that our
attention mechanism and word representation conditioned BGRU can achieve an



F-score of 57.42%. Without using the complex hand-designed features, our system
outperforms the previous state-of-the-art BB-event system.
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Identifying meaningful patterns (i.e., motifs) from biological sequences is an important
problem and a major challenge in bioinformatics research. A motif [1] is a nucleotide or
amino-acid sequence pattern that recurs in different DNA or protein sequences and has
a biological significance. In recent years, it has emerged a large number of computa-
tional algorithms for motif discovery which can be categorized into two groups,
including word-based (string-based) methods and probabilistic methods [1].
Word-based methods mostly exhaustive enumerate in their computation and proba-
bilistic methods employ probabilistic sequence models where the model parameters are
optimized by maximum-likelihood principle or Bayesian inference. Probabilistic
methods have the advantage of few parameters and are more appropriate for finding
longer or more general motifs especially for prokaryotes, whose motifs are generally
longer than eukaryotes.

MEME (Multiple EM for Motif Elicitation) [2] is one of the currently widely-used
algorithms based on maximum-likelihood principle for de novo motif discovery [3].
The algorithm consists of two stages: starting point searching and EM. The time
complexity of MEME is O(N2 � L2), where N is the number of input sequences and
L is the average length of each sequence. However, the high computational cost
constrains MEME for handling large datasets [4]. To accelerate motif discovery
algorithm, most of previous approaches focus on using parallelization on distributed
workstations, Graphics Processing Unit (GPU) and Field Programmable Gate Arrays
(FPGA). Farouk et al. parallelized the Brute Force algorithm targeted on FPGAs [5].
Marchand et al. scaled Dragon Motif Finder (DMF) to IBM Blue Gene/P using
mixed-mode MPI-OpenMP programming [6]. mCUDA–MEME is a parallel imple-
mentation of MEME running on multiple GPUs using CUDA programming model [7].

Kaiwen Huang, Zhiqiang Zhang, Runxin Guo, Xiaoyu Zhang, Shunyun Yang—These authors
contributed equally to this work.



Intel Many Integrated Core (MIC) Architecture [8] is the latest co-processor
computer architecture developed by Intel, which combines many Intel processor cores
onto a single chip to support the most demanding high-performance computing
applications. It is a brand-new many-core architecture that delivers massive thread
parallelism, data parallelism, vectorization, and memory bandwidth in a CPU form
factor for high throughput workloads.

In this paper, we accelerate MEME algorithm targeted on Intel Many Integrated
Core (MIC) Architecture to harness the powerful compute capability of MIC and
present a parallel implementation of MEME called MIC-MEME base on hybrid
CPU/MIC computing framework. Since the starting point searching stage is the runtime
bottleneck of the sequential MEME algorithm, our method focuses on parallelizing the
starting point searching method and improving iteration updating strategy of the
algorithm. And in EM stage, the M step and E step of EM algorithm are simply
parallelized using OpenMP. We also take advantage of the 512 bit vectorization unit to
get good performance out of the Intel MIC Architecture.

To evaluate the performance of MIC-MEME, the real datasets with different
numbers of sequences and base pairs (bps) were used. MIC-MEME produces the same
results as sequential MEME. And it has achieved significant speedups of 26.6 for
ZOOPS model and 30.2 for OOPS model on average for the overall runtime when
benchmarked on the experimental platform with two Xeon Phi 3120 coprocessors.
Furthermore, MIC-MEME shows good scalability with respect to dataset size and the
number of MICs. And MIC-MEME has been compared favorably with mCUDA-
MEME and BoBro2.0. As the result shows, MIC-MEME is average 2.2 times faster
than mCUDA-MEME and MIC-MEME absolutely outperforms BoBro2.0. Comparing
with the other methods, we can improve the efficiency of MEME algorithm without
losing accuracy and our method which makes full use of computing resources is faster
and robustness. With the increase of biological data, we hope the efficient motif dis-
covery of MIC-MEME will be able to help the bioresearch work. Source code can be
accessed at https://github.com/hkwkevin28/MIC-MEME.
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Abstract. Diabetic retinopathy (DR) was found to be a frequent comorbid
complication to diabetes. The risk factors of DR were investigated extensively in
the past studies, but it remains unknown which risk factors were more associated
with the DR than others. If we can detect the DR related risk factors more
accurately, we can then exercise early prevention strategies for diabetic
retinopathy in the most high-risk population. Thus, using computational
approaches to predict diabetes mellitus becomes crucial to support medical
decision making.

The purpose of this study is to build a prediction model for the DR in type 2
diabetes mellitus using data mining techniques. First, data consisting of 106 DR
and 430 normal patients were collected from the “Diabetes Mellitus Shared
Care” database in a private hospital in northern Taiwan. We randomly selected
160 patients were from normal group to combine with DR group, and formed a
balanced data set. Ten variables, including systolic blood pressure (SBP),
diastolic blood pressure (DPB), body mass index (BMI), age, gender, duration
of diabetes, family history of diabetes, self-monitoring blood glucose (SMBG),
exercise, and insulin treatment, were extracted. Four machine learning algo-
rithms including support vector machines (SVM), decision trees, artificial neural
networks, and logistic regressions, were used to predict diabetic retinopathy.

Among these variables, insulin treatment, SBP, DPB, BMI, age, and
duration of diabetes showed significant differences between DR and normal
groups. Experimental results demonstrated SVM achieved the best prediction
performance with 0.839, 0.795, 0.933, and 0.724 in area under curve, accuracy,
sensitivity, and specificity, respectively. The aim of this study is not only to
achieve an accurate prediction performance, but also to generate an interpretable
model for clinical practice. Table 1 and Fig. 1 demonstrated the interpretable



rules generated by logistic regression and decision tree, respectively. Use of
insulin and longer duration of DM were major predictors of DR in the decision
tree models. If duration of DM increases by 1 year, the odds ratio to have DMR
is increased by 9.3%. The odds ratio to have DR is increased by 3.561 times for
patients who use insulin compared to patients who do not use insulin. In
summary, our method identifies use of insulin and duration of diabetes as novel
interpretable features to assist with clinical decisions in identifying the high-risk
populations for diabetic retinopathy.

Keywords: Diabetic mellitus retinopathy � Machine learning � Decision support

Fig. 1. Interpretable rules for clinical practice generated by decision tress.

Table 1. Odds ratio estimates of duration and insulin variables.

Odds ratio estimates
Effect Point estimate

Duration 1.093
Insulin Y vs. N 3.561
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Abstract. The global maritime trade makes species get translocated through
ballast water and biofouling. We propose a biosecurity triggering mechanism to
evaluate the bioinvasion risk of ports. To that aim, we take advantage of big data
to compute the invaded risk and construct a species invasion network (SIN). The
former is used to evaluate the incoming bioinvasion risk while the latter is
employed to estimate the invasion risk spreading capability of a port through
s-core decomposition.

1 Introduction

Nowadays, people’s daily lives are heavily dependent on global maritime trade.
However, marine invasive species and viruses would cause side effects in terms of
environment and human health, which lead to huge losses of lives and economy [3].

To address the issue of aquatic bioinvasion, one mainstream countermeasure is to
propose suggestions for biomarker identification [1, 2] and bioinvasion management.
However, the existing biosecurity suggestions only considered the invaded risk of a
port and neglected its role of being a stepping-stone.

In this paper, we propose a biosecurity triggering mechanism to address the issues
of the existing work. In our biosecurity triggering mechanism, once the bioinvasion
risk of a port is larger than a given threshold, biosecurity controls should be triggered.
To that aim, we take advantage of the automatic identification system (AIS) data, the
ballast water data, and the marine ecoregion data to compute the invasion risk between
any two ports, based on which the invaded risk is calculated and a species invasion
network (SIN) is constructed. Through s-core decomposition of SIN, the ports whose s-
core are higher are identified as the ones transmit bioinvasion risks to others more
easily. We found two regions, namely the Western Europe and the Asia-Pacific, which
are estimated to be bioinvasion risk intensive regions through our big data analysis.



2 Basis for Our Analysis

For any port j, its invaded risk (i.e. PjðInvÞ) is the accumulating invasion risks over all
shipping routes passing through it [5], i.e.

PjðInvÞ ¼ 1�Pi½1� PijðInvÞ� ð1Þ
where PijðInvÞ denotes the invasion risk from port i to j.

A SIN can be depicted by a directed graph, namely S ¼ ðV ;E;WÞ, consisting of a
set V of nodes (i.e., ports), a set E of edges (i.e., shipping routes) and the weight
wij 2 W (wij ¼ PijðInvÞ of edge eij 2 E denoting the invasion risk from ports i to j.

According to the description above, both the invaded risk and SIN involve PijðInvÞ
ði; j 2 VÞ. In this paper, we use the model proposed in [5] to calculate PijðInvÞ.

To figure out the potential of a port to spread invaded species to others, we need to
dig out the transmission power of each node in SIN, which is closely related to the
topological property of each port in SIN. We think k-core decomposition is an efficient
tool to analyze the structure of complex networks. Larger values of the index k cor-
respond to nodes with larger degree and more central position. According to the
algorithm in [4], we can deduce the s-cores of SIN. Seattle, Tokyo and Lima are the top
3 ports ranked by their value of s-shell.

3 Biosecurity Triggering Method

The main idea of the proposed biosecurity triggering method is to trigger bioinvasion
treatment according to the bioinvasion risk of each port. As we introduced above, the
bioinvasion risk is estimated in light of both the invaded risk of port and its ability of
further spreading invaded species. The former is the incoming risk while the latter is the
outgoing one. Therefore, we can trigger the corresponding bioinvasion control on a
port j based on the following simple criterion:

RðjÞ ¼ aePjðInvÞþ ð1� aÞesðjÞ	 T ð2Þ

where RðjÞ is the bioinvasion risk of port j, and ePjðInvÞ and esðjÞ are respectively the
normalized PjðInvÞ (the invaded risk of port j calculated using (1)) and the normalized
s-shell value of that port; 0� a� 1 is the tradeoff weight. Smaller a means more
attention should be paid on the stepping-stone invasion and otherwise, the invaded risk
should be obtained more concern. T is the given threshold to help judging whether a
bioinvasion treatment should be triggered.

LX C. Wang et al.



We found two regions, namely the Western Europe and the Asia-Pacific, are
bioinvasion risk intensive regions. The result is consistent with the real-world data.
Hence, our analysis basically accords with the real-world marine bioinvasion status.
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The liver is made up of many different types of cells. Mutations in those cells can be
developed into several different forms of tumors known as cancers. For this reason, it is
hard to expect a single type of liver cancer treatment to have a favorable prognosis for
all cancer patients. If we can diagnose and classify the patients who are expected to
have good responses to a single therapeutic drug, it will help to reduce the time on
choosing an appropriate therapeutic drug for each patient. Therefore, building a decent
prediction model became important for an effective treatment. Up to date, several
methods such as linear/logistic regression (LR), support vector machine (SVM), ran-
dom forest (RF) have been used for building prediction models [1–3]. However,
occasionally, these methods oversight the biological pathway information with rela-
tions between metabolites, proteins, or DNAs.

In this paper, we propose building of prediction model using component based
structured equation modeling method which uses the peptide to protein biological
structure. Our peptide level data were generated by Multiple Reaction Monitoring
(MRM) mass spectrometry for liver cancer patients. MRM is a highly sensitive and
selective method for targeted quantitation of peptide abundances in complex biological
samples. The advantage of component based structured equation modeling is that it can
generate latent variables. These latent variables are not observable but can be inferred
from other observed variables. Using latent variables, we can collapse unstructured data
into structured data. These latent variables provide more feasible explanation on the
results. In our case, multiple peptides can be merged into a protein which is represented
as a latent variable. Our proposed schematic model using component based structural
equation modeling for MRM data is shown in Fig. 1.

We applied the component based structural equation model to MRM data of liver
cancer patients. In our MRM data, there are 124 proteins induced by 231 peptides
MRM data. Each protein contains at least one peptides. We identified candidate pro-
teins for a drug Sorafenib response for liver cancer patients. The selected candidate
proteins included APOC4, CD163, CD5L, JCHAIN, SERPING1, and RBP4. These
proteins were reported as possible cancer biomarkers [4, 5]. Also, CD5L was well
known as a liver cancer biomarker [6, 7]. Using these proteins, we evaluated our
proposed Sorafeib prediction model by the area under the curve (AUC) score. Also, we



compared the performance of our model with generalized linear models with and
without ridge penalty. The performance of our model showed a slightly higher AUC
score 0.96 compared to 0.949 AUC score of the generalized linear model with ridge
penalty.
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