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Preface

This volume contains the papers presented at Euro-Par 2017: the 23rd International
Conference on Parallel and Distributed Computing, held from 28 August to
1 September 2017 in Santiago de Compostela (Spain).

Euro-Par is a prestigious annual series of international conferences dedicated to
parallel and distributed computing. The topics covered by the conference include
aspects related to both software and hardware technologies and, in particular, appli-
cations in different hardware platforms, ranging from small embedded systems to cloud
computing and supercomputers. The specific topics on which the conference focuses
have been renewed along the years extending the state of the art in the field. Nowadays,
the challenges of building exascale performance computing systems and their pro-
gramming are among the main motivations in the parallel and distributed computing
community. This challenge opens opportunities to deal with issues related to health,
climate, security, and many more. Various topics are deeply impacted by this scenario
like energy optimization, scalability, heterogeneous computing, fault-tolerance, etc.

The main audience of Euro-Par are researchers in academic institutions, public and
private laboratories, and industrial organizations. Euro-Par’s main objective is to be the
primary choice of such professionals for the presentation of new results in the field.

Previous Euro-Par conferences took place in Stockholm, Lyon, Passau,
Southampton, Toulouse, Munich, Manchester, Paderborn, Klagenfurt, Pisa, Lisbon,
Dresden, Rennes, Las Palmas, Delft, Ischia, Bordeaux, Rhodes, Aachen, Porto, Vienna,
and Grenoble. This year Euro-Par 2017 was the 23rd conference and was organized in
Santiago de Compostela, Spain, by the IT Research Centre of the University of
Santiago de Compostela, called CiTIUS – Centro de Investigación en Tecnoloxías da
Información. The topics were organized into 12 tracks, namely: Support Tools and
Environments; Performance and Power Modelling, Prediction and Evaluation;
Scheduling and Load Balancing; High-Performance Architectures and Compilers;
Parallel and Distributed Data Management and Analytics; Cluster and Cloud Com-
puting; Distributed Systems and Algorithms; Parallel and Distributed Programming,
Interfaces, and Languages; Multicore and Manycore Parallelism; Theory and Algo-
rithms for Parallel Computation and Networking; Parallel Numerical Methods and
Applications; and Accelerator Computing. In all, 176 papers were submitted from 39
countries from all continents. Finally, only 50 papers were accepted in a selection
meeting in which all the global or local chairs, as well as three members of the Steering
Committee, participated. A selective rate of acceptance of 28.4% resulted: 691 reviews
were performed by 317 experts; 151 papers received four reviews, 19 papers were
reviewed by three experts, and 6 papers by five. The huge work of bringing many
innovative ideas by the Scientific Committee made that the evaluation and selection
processes proceed smoothly.



Apart from the parallel sessions to present the accepted papers, we were pleased to
present two keynotes talks of well-recognized colleagues, namely, David Padua
“High-Level Abstractions and Automatic Optimization Techniques for the Program-
ming of Irregular Algorithms,” and Jürgen Döllner “Software Analytics – Effectively
Managing Complex Software Systems,” as well as an invited paper by Ian Foster et al.
entitled “Computing Just What You Need: Online Data Analysis and Reduction at
Extreme Scales.” The program was complemented by two days of dedicated workshops
and tutorials on specialized topics. The huge task of managing them was efficiently
conducted by Dr. Dora B. Heras. The selected papers will be published in separated
proceedings volumes after the conference.

The Euro-Par conference in Santiago de Compostela would not have been possible
without the support of many individuals and organizations. We owe special thanks to
the authors of all the submitted papers, the members of the topic committees, in
particular the global and local chairs, as well as the reviewers for their contributions to
the success of the conference. We would also like to express our gratitude to the
members of the Organizing Committee and the local staff who helped us. Moreover, we
are indebted to the members of the Euro-Par Steering Committee, especially Christian
Lengauer, Luc Bougé, and Fernando Silva, for their trust, guidance, and support.
Finally, a number of institutional and industrial sponsors contributed to the organiza-
tion of the conference. Their names appear on the Euro-Par 2017 website.

It was a pleasure and an honour to organize and host Euro-Par 2017 in Santiago de
Compostela.

August 2017 Francisco F. Rivera
Tomás F. Pena

José C. Cabaleiro
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Euro-Par 2017 Invited Talks

High Level Abstractions and Automatic Optimization Techniques
for the Programming of Irregular Algorithms

David Padua, University of Illinois at Urbana-Champaign, USA

High-performing irregular algorithms are typically implemented using simple opera-
tions and conventional control structures. In addition, due to today’s compilers inability
to manipulate these implementations, program tuning must usually be done by hand.
Better notations and automatic optimization would help improve programmer
productivity, portability, and maintainability. This talk will review high level notation
proposals for the description of irregular algorithms, as well as compiler and autotuning
techniques for the optimization of these algorithms. A short discussion of open research
problems and necessary conditions for adoption of these more advanced notations and
strategies will conclude the presentation.

Software Analytics – Effectively Managing Complex
Software Systems

Jürgen Döllner, Hasso-Plattner-Institute for IT Systems Engineering, Germany

Digital transformation and industry 4.0 are among the key terms that reference a
fundamental change in almost all branches of industry and society: Information
technologies become essential building blocks of systems, applications, and processes.
Access to and analytics for big data, along with machine learning, become key and
competitive factors for transforming businesses in the next decade.

In this talk, we focus on and reflect how methods and techniques of big data
analytics can be adapted and applied to the context of software engineering and IT
industry. Here, the so called “software crisis” yet persists regardless of the manifold
progress in programming concepts, languages, software modelling, software develop-
ment methodologies, etc. Software analytics aims at boosting effectiveness of software
development by providing new means of transparency within their corresponding
ecosystems.



Euro-Par 2017 Topics Overview

Topic 1: Support Tools and Environments

Matthias Müller, Andrés Gómez, Martin Schulz, Olivier Richard,
João M. P. Cardoso, Tomàs Margalef, Michael Gerndt

Hardware and software of high performance computing (HPC) platforms are evolving
every day. This evolution is very fast and is contributing to a very complex ecosystem.
Applications must cope with large systems, with thousands of cores (even with millions
in the largest HPC environments), several levels of memory hierarchy, hardware
accelerators, heterogeneity, etc. Even more, it is becoming of paramount importance to
extract the best performance with a strong control of the power consumption. Thus,
HPC designers and programmers must have the tools to manage this complex scenario.

The Euro-Par Support Tools and Environments is a privileged forum to show new
techniques and tools that allow all the stakeholders in the development and execution
of HPC applications to manage the complexity involved, focusing on main challenges
regarding programmability, resilience, performance and energy efficiency, monitoring,
correctness, etc.

This track received 10 papers. After a reviewing process involving all the track
TPC members and 21 external reviews, overall resulting in at least 4 reviews per paper,
we decided to accept 3 of the submitted papers.
We acknowledge here the work of the reviewers who provided important feedback to
the authors and helped us to select the best papers. Finally, we thank all authors who
submitted papers. They really make this conference a key world event for presenting
new Support Tools and Environments.

Topic 2: Performance and Power Modelling, Prediction,
and Evaluation

Petr Tůma, Basilio Fraguela, Ana Lucia Varbanescu, Denis Barthou,
Lizy Kurian John, Marc González Tallada, Andreas Knüpfer, Diwakar Krishnamurthy

In recent years, a range of novel methods and tools have been developed for the
evaluation, design, and modelling of parallel and distributed systems and applications.
At the same time, the term ‘performance’ has broadened to also include scalability and
energy efficiency, and touching reliability and robustness in addition to the classic
resource-oriented notions. The aim of the ‘performance’ topic is to gather researchers
working on different aspects of performance modelling, evaluation, and prediction, be
it for systems or for applications running on the whole range of parallel and distributed
systems (multi-core and heterogeneous architectures, HPC systems, grid and cloud
contexts etc.)



This year, the track proved very popular, receiving a large number of submissions.
Out of them, six papers were selected for presentation following a rigorous review
process in which each manuscript received four independent reviews, either from the
committee members or their subreviewers. We would like to thank all the authors who
submitted papers to this topic as well as the external reviewers, for their contribution to
the success of the conference.

Topic 3: Scheduling and Load Balancing

Florina M. Ciorba, Ester Garzón, José Luis Bosque Orero, Radu Prodan,
José Gracia, Ioana Banicescu, Julius Zilinskas, Bora Uçar

New computer systems offer an opportunity to improve the performance and the energy
consumption of the applications by the exploitation of several parallelism levels.
Heterogeneity and complexity are the main characteristics of modern computer
architectures. Thereby, the optimal exploitation of modern computing platforms
becomes a challenge. The scheduling and load balancing techniques are relevant topics
for the optimal exploitation of modern computers in terms of performance, energy
consumption, cost of using resources, and so on.

This topic covered all aspects related to scheduling and load balancing on parallel
and distributed systems, ranging from theoretical foundations for modelling and
designing efficient and robust strategies, to experimental studies, applications, and
practical tools and solutions. The main interest was focussed on modern
multi/many-core processors, distributed/cloud platforms and data centres. The propos-
als to improve the performance were centred on the simulation of dynamic load
balancing; scheduling based on genetic algorithms, approximations, and pinning;
resource co-allocation; communications optimization; and graph partitioning.

A total of seventeen full-length submissions were received in this track, each of
which received at least four reviews, from the eight program committee members
and/or from the thirty-five additional sub-reviewers. Following the thorough discussion
of the reviews, seven submissions have been accepted (42% acceptance rate), including
one that was nominated as distinguished paper.

The chair and local chair sincerely thank all the authors for their submissions, the
Euro-Par 2017 Organizing Committee for all their valuable help, and the reviewers and
sub-reviewers for their excellent review work. Each has contributed to making this
topic and Euro-Par an excellent forum to discuss Scheduling and Load Balancing
challenges.

Topic 4: High Performance Architectures and Compilers

Christophe Dubach, Juan Touriño, Chris Adeniyi-Jones, Jerónimo Castrillón,
Thomas Fahringer, Louis-Nöel Pouchet, Laura Pozzi, Aaron Smith

This topic deals with architecture design, languages, and compilation for parallel high
performance systems. The areas of interest range from microprocessors to large-scale
parallel machines (including multi-/many-core, possibly heterogeneous, architectures);
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from general-purpose to specialized hardware platforms (e.g., graphic coprocessors,
low-power embedded systems); and from architecture design to compiler technology
and language design.

On the compilation side, topics of interest include programmer productivity issues,
concurrent and/or sequential language aspects, vectorization, program analysis,
program transformation, automatic discovery and/or management of parallelism at all
levels, autotuning and feedback directed compilation, and the interaction between the
compiler and the system at large. On the architecture side, the scope spans system
architectures, processor micro-architecture, memory hierarchy, and multi-threading,
architectural support for parallelism, and the impact of emerging hardware
technologies.

The track received 13 submissions, all of which received, in a first stage, at least 3
reviews. In a second stage, all the papers and reviews were thoroughly discussed by all
PC members. As a result, three papers were finally accepted for the conference (23%
acceptance rate) covering both architecture and compiler topics.

Topic 5: Parallel and Distributed Data Management and Analytics

Bruno Raffin, David E. Singh, Julian Kunkel, Lars Nagel, Toni Cortés,
Matthieu Dorier, Wolfgang Frings

Many areas of science, industry, and commerce are producing extreme-scale data that
must be processed—stored, managed, analysed— in order to extract useful knowledge.
This topic seeks papers in all aspects of distributed and parallel data management and
data analysis. For example, HPC in situ data analytics, cloud and grid data-intensive
processing, parallel storage systems, and scalable data processing workflows are all in
the scope of this topic. More in detail, aspects in which this conference topic is
interested are:

– Parallel, replicated, and highly-available distributed databases
– Cloud and HPC storage architectures and systems
– Scientific data analytics (Big Data or HPC based approaches)
– Middleware for processing large-scale data
– Programming models for parallel and distributed data analytics
– Workflow management for data analytics
– Coupling HPC simulations with in situ data analysis
– Parallel data visualization
– Distributed and parallel transaction, query processing and information retrieval
– Internet-scale data-intensive applications
– Sensor network data management
– Data-intensive clouds and grids
– Parallel data streaming and data stream mining
– New storage hierarchies in distributed data systems
– Parallel and distributed knowledge discovery and data mining
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Thirteen full-length papers were submitted to this topic, and each paper received
four reviews. After discussion with the reviewers and track chairs, two papers were
selected for publication, one related to distributed database design, the second one to
workload partitioning and scheduling algorithms for Apache Spark.

Topic 6: Cluster and Cloud Computing

Alfredo Goldman, Patricia González, Laura Ricci, Luiz Bittencourt, Ian Foster,
Frèderic Desprez, Ivona Brandic, Giorgio Lucarelli, Rizos Sakellariou,
Ramón Doallo

Cloud Computing is not a concept anymore, but a reality with many providers around
the world. The use of massive storage and computing resources accessible remotely in
a seamless way has become essential for many applications in various areas, including
High Performance Computing. While significant progresses have been achieved in the
past decade, the complete adoption of the Utility Computing paradigm is still facing
important challenges. There are still unsolved challenges related to performance,
reliability and energy efficiency of the infrastructures that should be addressed by
research. Moreover, up to this time fundamental capabilities and services are required
to achieve the goals of user-friendliness, security, privacy and service guarantees in
such environments. Finally, there are important trends as going from large centralized
infrastructures to smaller ones massively distributed at the edge of the network, and
also to execute more efficiently High Performance Computing applications on Clouds.

Topic 6 sought papers covering many aspects of Cluster and Cloud Computing
dealing with infrastructure layer challenges, such as performance/energy optimizations,
and security enhancements, as well as cloud-enabled applications, workflow manage-
ment and High Performance Computing on Clouds. This year, 26 papers have been
submitted to Topic 6. There were authors from 18 different countries from all the
continents. Four expert reviewers analysed each submission. Overall, more than 70
specialists were involved into the reviewing process. Finally, despite the high quality
of the submitted papers, only 7 papers were accepted for publication.

We would like to thank all the authors for their submissions, the PC members and
the reviewers for providing us with constructive and informative reviews, and the
Euro-Par 2017 Organizing committee for all the help that allows us to smoothly take
over the whole process.

Topic 7: Distributed Systems and Algorithms

Luís Veiga, Rafael Asenjo, Gheorghe Almasi, Sonia Ben Mokhtar, Fabio Kon,
Javier Navaridas, Rui Oliveira, Oscar Plata

Parallel computing today is increasingly related to and dependent on developments and
challenges of distributed systems. Problems including load balancing, asynchrony,
failures, malicious and selfish behaviour, long latencies, network partitions, discon-
nected operations, distributed computing models and concurrent data structures, and
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heterogeneity are representative of typical distributed issues that often appear along the
design of parallel applications.

This track of Euro-Par provides a forum for both theoretical and practical research,
of interest to both academia and industry, on distributed computing, distributed
algorithms, distributed systems, distributed data structures, and parallel processing on
distributed systems, in particular in relation to efficient high performance computing.
This year, 8 complete papers have been submitted to this track. After a bidding phase,
each paper has been evaluated by 4 or 5 reviewers with high expertise. Overall, 14
experts have been involved into the review process. Finally, from this set of high
quality submitted papers, only three papers have been selected for publications.

The PC chairs, Luís Veiga (INESC-ID/IST, University of Lisbon, Portugal) and
Rafael Asenjo (Universidad de Málaga, Spain), are very grateful to all the authors, and
all researchers that have participated to the review process and permitted to select three
high-quality papers.

Topic 8: Parallel and Distributed Programming,
Interfaces, Languages

María Jesús Garzarán, Vicente Blanco, Didem Unat, Angeles Navarro, Mary Hall,
Evelyn Duesterwald, Marco Danelutto, Francisco Almeida, George Da Costa

Parallel and distributed applications require adequate programming abstractions and
models, efficient design tools, parallelization techniques and practices. This topic was
open for the submission of new results and practical experience in this domain: efficient
and effective parallel languages, interfaces, libraries and frameworks, as well as solid
practical and experimental validation.

It provides a forum for research on high-performance, correct, portable, and
scalable parallel programs via adequate parallel and distributed programming model,
interface and language support. Contributions that assess programming abstractions,
models and methods of usability, performance prediction, scalability, self-adaptations,
rapid prototyping and fault-tolerance, as is needed, for instance, in dynamic
heterogeneous parallel and distributed infrastructures, were accepted.

All twelve papers on this topic received four reviews that were further discussed
among all nine PC members. As a result, four strong papers were accepted for the
conference, covering important topics. One of them was proposed for the best paper
award.

Topic 9: Multicore and Manycore Parallelism

Hans Vandierendonck, Juan Carlos Pichel, Bingsheng He, Paul Harvey,
Michele Weiland, Yiannis Nikolakopoulos, Polyvios Pratikakis, Martin Burtscher,
Georgios Goumas, Rutger Hofman, Vania Marangozova-Martin

Over the last ten years the trend in processor design has been towards an
ever-increasing number of cores. The complexity of emerging many- and multi-core
architectures makes it increasingly hard to program these devices efficiently. Efficient

Euro-Par 2017 Topics Overview XXIII



algorithms must scale to large degrees of parallelism, use optimized data formats,
minimize runtime system overhead and must use efficient synchronization mechanisms.
Moreover, it is important to tune algorithms to the specific organization and dimensions
of the target processor. The breadth of approaches that are investigated to achieve
high-performance on multi- and many-core processors is a reflection of the complexity
of these processors and the difficulty of designing algorithms that match the
architecture of the processor.

This topic presents novel research contributions on a wide range of performance
optimization techniques that are indispensable to programming multi- and many-cores,
including efficient sparse matrix formats, optimization of linear algebra operations
through batching, optimization of the fast multipole method on Intel many-cores,
parallelization of remeshing algorithms, parallelization of model checking algorithms,
thread-level speculation using transactional memories, non-blocking algorithms for
radix trees, and concurrency-optimal search trees.

Eight papers out of 26 submissions were selected for publication in this track. All
papers received at least 3 reviews.

We thank the authors who submitted papers, the PC members and referees who
rigorously reviewed the submissions and provided constructive and informative
feedback. We also thank the organizing committee for creating a smooth process and
we look forward to an exciting edition of Euro-Par.

Topic 10: Theory and Algorithms for Parallel Computation
and Networking

Geppino Pucci, Pedro Ribeiro, Mauro Bianco, Kieran T. Herley,
Henning Meyerhenke, Michele Scquizzato, and Christos Zaroliagis

Parallel computing is everywhere, on smartphones, laptops; at online shopping sites,
universities, computing centres; behind the search engines. Efficiency and productivity
at these scales and contexts are only possible by scalable parallel algorithms using
efficient communication schemes, routing and networks. Theoretical tools enabling
scalability, modelling and understanding parallel algorithms, and data structures for
exploiting parallelism are more important than ever. Topic 10 solicits high quality,
original papers on the general topic of theory and algorithms for parallel computation
including communication and network algorithms.

Topic 10 received 10 submissions, all of which received 4 reviews, either from the
7 PC members or from their subreviewers. The papers and their reviews were discussed
extensively, and 2 submissions were eventually accepted.
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Topic 11: Parallel Numerical Methods and Applications

Maya Neytcheva, María Martín, Yvan Notay, Peter Arbenz, Enrique S. Quintana,
Fred Wubs, Osni Marques

The demand for high performance computations is driven by the need for large-scale
computer simulations in nearly all activity areas - science and engineering, finance, life
sciences etc. In turn, high performance computing goes hand in hand with the necessity
to develop highly scalable numerical methods and algorithms that are able to efficiently
exploit modern computer architectures and to fully utilize their computing power. The
scalability of these algorithms and methods and their suitability to efficiently utilize the
available high performance, but in general heterogeneous, computer resources, is a key
point to improve the performance of the target applications and enable fast and reliable
computer simulations.

This conference topic aims at presenting and discussing recent developments in
parallel numerical algorithms and their implementation on current parallel architec-
tures, including many-core and hybrid architectures.

This year the topic received 9 contributions. Each submission was reviewed by at
least four reviewers. Overall, 27 experts have been involved into the review process.
Finally, three papers were accepted for presentation. We thank all authors for their
valuable contributions, as well as the Program Committee members and the external
reviewers for investing their time, sharing their expertise and keeping the high scientific
level of the Euro-Par conference.

Topic 12: Accelerator Computing

Bertil Schmidt, Arturo González, Tobias Grosser, Josef Weidendorfer,
Rob Van Nieuwpoort, Seyong Lee, Jorge González-Domínguez, Deming Chen

The need for high-performance computing is constantly growing in all kind of
scenarios, from high-end scientific applications, to consumer electronics software.
Hardware manufactures are involved in a race to develop specialized hardware to cover
these critical demands.

Currently, hardware accelerators of various kinds offer a potential for achieving
massive performance in applications that can leverage their high degree of parallelism
and customization. Examples include graphics processors (GPUs), manycore
co-processors, as well as more customizable devices, such as FPGA-based systems
or streaming data-flow architectures.

The research challenge for this topic is to explore new directions for actually
realizing this potential. Significant advances in all areas related to accelerators are
considered, with special focus in architectures, algorithms, languages, compilers,
libraries, runtime systems, coordination of accelerators and CPU, debugging and
profiling tools, and application-related contributions that provide new insights into
fundamental problems or solution approaches in this domain.
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The program committee of this topic was formed by seven members of different
backgrounds and specializations in the accelerators field, with the collaboration of
several other subreviewers. We received 13 contributions from researchers in many
different countries. After the review process and the general PC meeting, two
high-quality papers were selected for presentation in Euro-Par 2017 at Santiago de
Compostela. They are focused on important hot-topics: exploiting the GPUs potential
on sparse linear algebra, and the question of load balancing for performance or energy.

The committee members want to thank all the authors that submitted their work to
this track, the reviewers for their timely and constructive comments, and the
organization committee for the efforts to easy our task, and to provide a nice conference
environment in Santiago de Compostela for a high-quality discussion of research
results in this interesting topic.
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