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Preface

This volume contains the papers presented at the International Workshop on Formal
Methods for Industrial Critical Systems and Automated Verification of Critical Systems
(FMICS-AVoCS), held in Turin, Italy, September 18–20, 2017. FMICS-AVoCS 2017
combines the 22nd International Workshop on Formal Methods for Industrial Critical
Systems and the 17th International Workshop on Automated Verification of Critical
Systems.

The aim of the FMICS workshop series is to provide a forum for researchers who
are interested in the development and application of formal methods in industry. In
particular, FMICS brings together scientists and practitioners who are active in the area
of formal methods and interested in exchanging their experiences in the industrial usage
of these methods. The FMICS workshop series also strives to promote research and
development that targets the improvement of formal methods and tools for industrial
applications.

The aim of the AVoCS workshop series is to contribute to the interaction and
exchange of ideas among members of the international research community on tools and
techniques for the verification of critical systems. The subject is to be interpreted broadly
and inclusively. It covers all aspects of automated verification, including model
checking, theorem proving, SAT/SMT constraint solving, abstract interpretation, and
refinement pertaining to various types of critical systems (safety-critical, business-
critical, performance-critical, etc.) that need to meet stringent dependability
requirements.

This year we received 30 submissions, out of which 8 were submitted to the new
special track on “Formal methods for mobile and autonomous robots”, focusing on the
design, verification, and implementation of mobile and autonomous robots based on
formal methods.

Each of these submissions went through a rigorous review process in which each
paper was reviewed by at least three researchers from a strong Program Committee of
international reputation. We selected 14 papers, 4 of them for the special track, for
presentation during the workshop and inclusion in the workshop’s proceedings, which
resulted in an acceptance rate of 47%.

The regular track papers span various topics on system modeling and verification,
such as deductive verification of code, automata learning techniques, event-based
timing constraints verification, and model checking software components, as well as
topics related to testing and scheduling, such as automatic conformance testing of
industrial systems, model-based testing of asynchronous systems, and formal-
methods-backed schedulability analysis.

The papers accepted for the special track cover recent results and open problems
related to verifying mobile and autonomous robots.

The workshop also featured keynotes by Prof. Parosh Abdullah (Uppsala Univer-
sity, Sweden) and Prof. Kerstin Eder (University of Bristol, UK), and a tutorial offered



by Prof. Tiziana Margaria (University of Limerick and Lero - The Irish Software
Research Centre, Ireland) and Prof. Bernhard Steffen (TU Dortmund, Germany). We
hereby thank the invited speakers for having accepted our invitation, and the tutors for
organizing the tutorial.

We are grateful to the editorial staff of Springer for publishing the workshop’s
proceedings, EasyChair for assisting us in managing the complete process from sub-
mission to proceedings, as well as ERCIM and EASST for their support. Finally, we
would like to thank the Program Committee members and the external reviewers, for
their accurate and timely reviews, all authors for their submissions, and all attendees
of the workshop for their participation.

July 2017 Laure Petrucci
Cristina Seceleanu

Ana Cavalcanti
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Replacing Store Buffers by Load Buffers
in Total Store Ordering

(Invited Lecture)
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and Tuan Phong Ngo1

1 Uppsala University, Uppsala, Sweden
{parosh,mohamed_faouzi.atig,tuan-phong.ngo}@it.uu.se

2 IRIF, Université Paris Diderot, Paris, France
abou@irif.fr

To gain more efficiency and save energy, almost all modern multi-processor architec-
tures execute instructions in an out-of-order fashion. This means that processors execute
instructions in an order governed by the availability of input data rather than by their
original order in the program. The out-of-order execution does not affect the behavior of
sequential programs. However, in the concurrent setting, many new (and unexpected)
behaviors may be observed in program executions. We can no longer assume the
classical Sequential Consistency (SC) semantics that has for decades been the standard
semantics for concurrent programs. Sequential consistency means that “the result of any
execution of the program is the same as if the operations of all the processors were
executed in some sequential order, and the operations of each individual processor
appear in this sequence in the order specified by its program” [8]. In fact, even
well-known concurrent algorithms such as mutual exclusion and producer-consumer
protocols that are correct under the SC semantics, may not satisfy their specifications
any more when run on modern architectures. This means that it is relevant to carry out
program verification in order to to ensure correctness under these new premises.

To carry out formal verification, we need to have a well-defined semantics for the
program under consideration. The inadequacy of the SC semantics has led to the
invention of new program semantics, so called Weak, (or relaxed) Memory Models, by
allowing permutations between certain types of memory operations [4–6]. One of the
most popular memory models is Total Store Ordering (TSO) that corresponds, among
others, to the relaxation adopted by Sun’s SPARC multiprocessors [11] and formal-
izations of the Intel x86-tso memory model [9, 10]. The TSO model inserts an
unbounded non-lossy (perfect) FIFO buffer (queue), called a store buffer, between each
processor and the main memory. When a processor performs a write operation, the
memory will not be immediately updated as is the case in the SC semantics. Instead,
the write operation will be appended to the tail of the store buffer of the processor. In
such a case, we say that the write operation is pending. A pending write operation is
only visible to the processor that has issued it, but not to the rest of the processors. At
any point during the execution of the program, the memory may be updated, i.e., the
write operation at the head of the store buffer of one of the processors may



non-deterministically be fetched and used to update the memory. The update operation
overwrites the memory position corresponding to the variable on which the write
operation is performed.

After the update operation, the write operation will be visible to all the processors.
If a processor performs a read operation, then it searches first its own store buffer for
the latest pending write operation on the same variable. If no pending write operation
exists on that variable in the buffer, the processor fetches the value from the memory.

In this lecture, we describe an alternative semantics called the dual TSO semantics
[3]. The new semantics is equivalent to the classical TSO semantics but more amenable
for efficient algorithmic verification. The main idea is to replace the store buffers of the
processors by load buffers. The load buffer of a processor contains pending read
operations instead of write operations. Intuitively, the read operation at the end of a
buffer can be consumed and used to perform a local read operation by the processor. The
flow of information will now be in the reverse direction, i.e., write operations by
processors will immediately update the memory, while the values of the variables are
propagated non-deterministically from the memory to the load buffers of the processors.
When a processor performs a read operation, it fetches its value from the tail of its buffer.

One interesting aspect of the dual semantics is that it presents a new (yet equiva-
lent) view of the classical memory model of TSO. Furthermore, the model allows to
incorporate lossiness into the semantics. More precisely, if we extend the semantics by
allowing the load buffers of the processors to lose messages non-deterministically, then
the set of reachable processor states will remain the same. The equivalent lossy
semantics allows the application the framework of well-structured systems [1, 2, 7] in a
straightforward manner leading to a simple proof of decidability of safety properties for
finite-state programs operating on Dual-TSO.
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