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Preface

This volume contains the papers presented at the 14th International Colloquium on
Theoretical Aspects of Computing (ICTAC), held in Hanoi, Vietnam, during October
23–27, 2017.

The International Colloquium on Theoretical Aspects of Computing (ICTAC)
constitutes a series of annual conferences/schools, initiated in 2003 by the then United
Nations University International Institute for Software Technology, to bring together
researchers and provide them with an international venue to present their results,
exchange ideas, and engage in discussions. There were two additional goals: (i) pro-
mote cooperation between participants from emerging and developed regions, and most
importantly, (ii) provide an opportunity for students and young researchers to get
exposed to topical research directions in theoretical aspects of computing technologies.

ICTAC 2017 received 40 full-paper submissions coauthored by researchers from 20
different countries. Each submission was reviewed by at least three Program Com-
mittee (PC) members with the help of reviewers outside the PC. After two weeks of
online discussions, the committee decided to accept 17 papers for presentation at the
conference.

We would like to express our gratitude to all the researchers who submitted their
work to the symposium. We are particularly thankful to all colleagues who served on
the Program Committee, as well as the external reviewers, whose hard work in the
review process helped us prepare the conference program. The international diversity
of the PC as well as the external reviewers is noteworthy as well: PC members and
external reviewers have affiliations with institutes in 22 different countries. Special
thanks go to the three invited speakers – Jun Andronick from UNSW, Australia;
Joose-Pieter Katoen from RWTH Aachen University, Germany; and Ruston Leino
from Microsoft Research, Redmond, USA. The abstracts of the invited talks are
included in this volume.

Like previous ICTACs, the 14th ICTAC included four tutorials by Jun Andronick,
Joose-Pieter Katoen, Ruston Leino, and Zhiming Liu (Southwest University, China).
We thank them for agreeing to offer this valuable service.

A number of colleagues have worked very hard to make this conference a success.
We wish to express our thanks to the local organizing committee, Hung Pham Ngoc,
Hoang Truong Anh, Hieu Vo Dinh, and many student volunteers. The University of
Engineering and Technology of the Vietnam National University, Hanoi, the host
of the conference, provided support and facilities for organizing the conference and its
tutorials. Finally, we enjoyed institutional and financial support from the National
Foundation for Science and Technology Development (NAFOSTED) of Vietnam and
the HUMAX VINA Company in Hanoi, Vietnam.



The conference program and proceedings were prepared with the help of EasyChair.
We thank Springer for continuing to publish the conference proceedings.

October 2017 Dang Van Hung
Deepak Kapur
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From Hoare Logic to Owicki-Gries
and Rely-Guarantee for Interruptible

eChronos and Multicore seL4
(Extended Abstract)

June Andronick

Data61, CSIRO (formerly NICTA) and UNSW, Sydney, Australia
june.andronick@data61.csiro.au

In this talk we will be exploring the use of foundational proof techniques in the formal
verification of real-world operating system (OS) kernels. We will focus on eChronos
[2], a small interruptible real-time OS, and seL4 [7, 8], the landmark verified micro-
kernel, currently undergoing verification of its multicore version. Both are deployed in
various safety- and security-critical areas, and present challenging complexities due to
their performance constraints and concurrency behavior. Foundational techniques have
been and are being used for their verification, ranging for standard Hoare logic [5], to
concurrency logics like Owicki-Gries [10] and Rely-Guarantee [6]. We will describe
their use and combination with theorem proving and automation techniques to achieve
impact on large-scale software.

Hoare logic is well known to be the foundation of formal verification for
main-stream programs. It is what is taught to university students to prove formally the
correctness of programs. Hoare logic can also be the basis of large-scale, real-world
software verification, such as the verified seL4 microkernel. seL4 is a very small OS
kernel, the core and most critical part of any software system. It provides minimal
hardware abstractions and communication mechanisms to applications. seL4 addi-
tionally enforces strong access control: applications can be configured to have precise
rights to access memory or to communicate, and seL4 guarantees the absence of
unauthorised accesses. seL4 has undergone extensive formal verification [7, 8] when
running on unicore hardware. The central piece of this verification is the proof of
functional correctness: that seL4 source code satisfies its specification. This proof uses
Hoare logic at its core, while the top-level theorem is a traditional refinement proof
through forward simulation: we show that all behaviors of the source program are
contained in the behaviors of the specification. For small programs, Hoare logic can be
the central method to prove functional correctness, where the specification is defined as
being the description of the state in the postcondition. For larger programs, and in
particular for programs where further verification is desired (like seL4’s further security
proofs), having the specification as a separate standalone artifact saves significant
overall effort. In this case a refinement proof links the concrete source code to the
abstract specification, and often relies on global invariants to be maintained. In seL4
verification, invariant proofs represent the largest part of the effort [8]. They heavily use



Hoare logic reasoning, combined with important use of automation in the Isabelle/HOL
theorem prover [9], both to generate the required invariant statements for each of the
hundreds of seL4 functions and to discharge as many as possible without need for
human interaction.

Following this verification of a large and complex, but sequential program, we
investigated the impact of concurrency in settings where interrupts cannot be avoided
(seL4 runs with interrupts mostly disabled), or where running on multiple processors is
desired.

Reasoning about interrupt-induced concurrency is motivated by our verification
of the eChronos [2] embedded OS. In an eChronos-based system, the kernel runs with
interrupts enabled, even during scheduling operations, to be able to satisfy stringent
latency requirements. The additional challenge in its concurrency reasoning is that racy
access to shared state between the scheduler and interrupt handlers is allowed, and can
indeed occur.

The modelling and verification approach we chose for this fine-grained concurrency
reasoning is Owicki-Gries [10], the simple extension on Hoare logic with parallel
composition and await statements for synchronisation. Owicki-Gries provided the
low-level of abstraction needed for the high-performance shared-variable system code
we were verifying. We could conveniently identify localised Owicki-Gries assertions at
the points of the racy accesses, and tune them to enforce the overall correctness
invariant of eChronos scheduler. In contrast, the Rely-Guarantee (RG) approach [6]
would have required identification of global interference conditions, which was chal-
lenging for such racy sharing with no clear interface, unless we made heavier use of
auxiliary variables to identify racy sections of code, but this defeats the composi-
tionality of the RG approach, one of its principal purposes. The explosion of verifi-
cation conditions inherent in the Owicki-Gries approach has been minimized by the
controlled nature of the interrupt-induced concurrency, and mitigated by
proof-engineering techniques and automation of a modern theorem prover. We were
able to develop an abstract model of eChronos scheduling behavior and prove its main
scheduling property: that the running task is always the highest-priority runnable task
[4, 3]. Our models and proofs are available online [1].

We are currently exploring multicore-induced concurrency for seL4 in a setting
where most but not all of the code is running under a big lock. Here we have explored
the RG approach, on an abstracted model identifying the allowed interleaving between
cores. In this setting, the relies and guarantees can express what shared state the lock is
protecting, and what the conditions are under which shared state can be accessed
without holding the lock. The main challenge is resource reuse. The kernel runs in
privileged mode, and as such has access to everything; it can for instance delete objects
on other cores to which critical registers point. This could create a system crash if later
on in that core, the kernel code accesses these registers pointing to corrupted memory.
Designs to solve this issue include forcing kernel operations on all other cores without
holding the lock. The proof that this is sound needs to be expressed via relies and
guarantees between cores. We proved, on our abstract model of the multicore
seL4-system, that critical registers remain valid at all times.

The main challenge now, for both the eChronos verification and multicore seL4
one, is to transfer the verification down to the source code via refinement.

XIV J. Andronick
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Tweaking the Odds: Parameter Synthesis
in Markov Models

(Abstract)

Joost-Pieter Katoen1,2

1 RWTH Aachen University, Germany
2 University of Twente, The Netherlands

Markov decision processes (MDPs) are the prime model in sequential decision making
under uncertainty. Their transition probabilities are fixed. Transitions in parametric
Markov models are equipped with functions (e.g., polynomials or rational functions)
over a finite set of parameters x1 through xn, say. Instantiating each variable xi with a
value vi induces a MDP or a Markov chain (MC) if non-determinism is absent. We
present recent advances on the parameter synthesis problem: for which parameter
values — and for MDPs, for which policy — does the instantiated Markov model
satisfy a given objective? For objectives such as reachability probabilities and expected
costs we consider (1) an exact procedure and (2) an approximative technique. Both
approaches come with a CEGAR-like procedure to obtain a good coverage of the
parameter space indicating which parameter regions satisfy the property and which
ones do not.

The exact approach first obtains symbolic representations of the synthesis problem
at hand. This can be done using e.g., Gaussian elimination or a technique introduced by
Daws at ICTAC 2004 [4] that is based on an automata-to-regular expression conver-
sion. These symbolic representations (in fact, rational functions in x1 through xn) can be
solved using satisfiability-modulo-theory techniques over non-linear real arithmetic [7].
This technique is applicable to parametric MCs only but extendible to conditional
reachability objectives too. Using advanced reduction and implementation techniques
[5] it is practically applicable to MCs of up to a few million states and 2–3 parameters.

The approximative approach removes parameter dependencies at the expense of
adding new parameters and then replaces them by lower and upper bounds [9]. It
reduces parameter synthesis to standard model checking of non-parametric Markov
models that have one extra degree of non-determinism. Its beauty is the simplicity and
applicability to both MCs and MDPs. It is applicable to models of up to about ten
million states and 4–5 parameters.

Finally, we treat parameter synthesis for (3) multiple objectives for parametric
MDPs. Whereas multi-objectivemodel-checking of MDPs can be cast as a linear
programming problem [6], its analogue for parametric MDPs results in a non-linear
programming (NLP) problem. An approximate solution of this NLP problem can be
obtained in polynomial time using geometric programming [3]. This technique is
extendible to richer objectives such as weighted combinations of single objectives.



Initial experiments indicate that this approach seems scalable to models with tens of
parameters.

Parameter synthesis has abundant applications. These include model repair [2, 8]
— how to adapt certain probabilities in a Markov model that refutes a given objective
such that the tweaked model satisfies it — and finding minimal recovery times for
randomized self-stabilizing algorithms [1].
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Directions to and for Verified Software

K. Rustan M. Leino1,2

1 Microsoft Research, Redmond
2 Imperial College London

Abstract. There are many techniques and tools aimed at creating and main-
taining reliable software. At one extreme of the reliability spectrum is deductive
verification, where software designers write specifications for what the software
is supposed to do and where programs are developed together with proofs that
show that the specifications are met. The journey of research and development
behind deductive verification spans many decades, from early visions of the
idea, through criticism and doubt, through the development of automated
techniques, to education, to experience in using tools in practice, and to the
streamlining of the process.

In this talk, I give a perspective of where this journey of program-verification
research has brought us today, give a demo of a state-of-the-art system for
writing verified programs [1], and discuss directions for what may be possible in
the future.
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