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ABSTRACT 

This paper proposes a two-layer Convolutional Neural Network (CNN) to learn the high-level features which utilizes to the face 

identification via sparse representation. Feature extraction plays a vital role in real-world pattern recognition and classification 

tasks. The details description of the given input face image, significantly improve the performance of the facial recognition 

system. Sparse Representation Classifier (SRC) is a popular face classifier that sparsely represents the face image by a subset of 

training data, which is known as insensitive to the choice of feature space. The proposed method shows the performance 

improvement of SRC via a precisely selected feature exactor. In the experimental results we compare the CNN feature to various 

feature extraction methods and it can be easily seen that the proposed method outperform other methods. 
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1. Introduction

In the past few years, facial recognition system has been paid 

much attention due to its value for practical applications and 

theoretical challenges [1-4]. Technologies of face recognition have 

been widely used in various applications such as public security, 

criminal identification, multimedia data management, etc. 

Moreover, various methods have been proposed and represented a 

great advantage in the field of facial and pattern recognition 

system. Despite these achievements, face recognition still has 

significant challenges with respect to unconstrained conditions. 

The image of a face changes with variations such as facial 

expression, pose, illumination conditions, noise, etc. All of these 

factors associated with uncontrolled environments which degrade 

the recognition rate of facial recognition system. To handle these 

issues, the robustness of the feature extracted from facial 

appearance descriptors should be seen as a crucial issue. Till date 

numerous well-known methods for feature extraction have been 

introduced, including Local Binary Pattern (LBP) [5], Histogram 

of Oriented Gradients (HOG) [6], Scale Invariant Feature 

Transform (SIFT) [7], etc. Although these handcrafted features 

lead to reasonable results in various applications, these pre-defined 

features are not tuned for the target object. For this reason, they are 

only adaptive to particular data type and leads the results in poor 

performance on other unknown usages. 

Deep learning architectures attempt to learn multiple-level 

feature in a hierarchical way that makes highly invariant and 

discriminative representation of the input data. Over the past 

several years, several deep learning techniques were proposed, e.g., 

Deep Belief Network (DBN) [16], Restricted Boltzmann Machines 

(RBM) [17], Deep Boltzmann Machine (DBM) [18], Deep Neural 

Networks (DNN) [9], Convolutional Neural networks (CNN) [19], 

etc. Deep learning methods have been demonstrated that its 

representation power achieves excellent performance on image 

classification [8]. The technologies of deep learning are 

successfully applied to a variety of research areas such as speech 

recognition [9], object detection [10], pedestrian detection [11], 

and face recognition [12-15]. Convolutional Neural networks  

(CNN) is a bio-inspired artificial neural network system which 

learn high-level representation directly from raw pixel image. In 

general, CNN consist of several convolution layers which are 

followed by a pooling layer, and then the output is being passed to 

a fully-connected network to perform the identification process. 

The benefits of CNN are that they can extract shift-invariant local 

features from input images based on the concepts of local receptive 

field, shared weight, spatial subsampling; and more importantly, 

CNN can be efficiently trained on large images with a very small 

amount of training parameters. It has been shown that CNN 

achieves impressive performance on large-scale image recognition 

[8].  

  Recently, Sparse Representation Classifier (SRC) has attracted 

many researcher and engineers from the face and pattern 

recognition areas due to its impressive performance and robustness 

on occlusion and noise issues [20]. The principle of SRC is to find 

a sparse representation of the test samples as a linear combination 

of the whole set of training samples by solving a L1-minimization 

problem. When the L1-minimization computation is finished, SRC 

selects the subset of training samples which most compactly 

expresses the test samples and rejects all other less compact 

representation. Furthermore, SRC does not have the training 

process for its classification; so, there is no need to train the SRC 

model again when a new face data is added into training set. 

     Although SRC achieved considerable result in occlusion and 

illumination environment [20], it is sensitive to the misalignment 

of the cropped face image. Therefore, a CNN-based feature 

extractor is considered to alleviate the effect of misalignment by its 

shift-invariant property. In this paper, we propose a two-layer deep 

convolutional neural network (CNN) for feature extraction and 

sparse representation classification for identification. The 

remainder of the paper is organized as follows. Section 2 

introduces the proposed system. Section 3 demonstrates the 

experiment results and conclusion is presented in Section 4. 
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2. Proposed Method 

2.1. System Overview 

Convolutional neural networks (CNN) learns a hierarchical 

representations from the training image. Furthermore, the feature 

maps extracted by the CNN-based model is shown to be sparse and 

selective that effectively improve the discriminative power of face 

recognition system[14]. The overall architecture of the proposed 

method is shown in Fig. 1. Fig. 1(a) shows the flow chart of the 

proposed facial recognition model and fig. 1(b) shows the proposed 

CNN based model for feature extraction. The proposed CNN 

model is composed of two convolution layers with max-pooling, 

and a fully connected layer which generates highly compact and 

predictive features for identification work. When CNN model is 

trained, its output feature maps are used to perform the 

identification task via sparse representation classifier (SRC).  

2.2. Proposed CNN Architecture 

The proposed CNN architecture is implemented with the open 

source deep learning framework called Caffe [21], which is widely-

adopted recently in research associated with deep learning. The 

details architecture of proposed CNN is described in Fig. 2 which 

contains two convolution layers with max-pooling, followed by a 

fully-connected layer, and softmax output layer indicating identity 

classes in the training stage. In the test stage, the softmax layer is 

replaced with the SRC and the output of fully-connected layer is 

fed to the SRC. 

 

(a) 

 

(b) 

Fig. 1.  Proposed method. (a) flow chart of proposed face recognition method (b) proposed CNN for feature extraction  
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Fig. 2. Proposed architecture of CNN with parameters  

2.3. Overfitting issues 

In spite of the significant success in large-scale image 

classification, one typical challenge to CNN is that they can easily 

suffer from overfitting without a large amount of training data. As 

we train a model with excessive parameters and insufficient 

training data, the models get overfitting problem which does not 

generalizes well to other unseen data. Thus, the overfitted model 

can almost perfectly predict training data, but fails when predicting 

test data. An averaging model approach is applied to train several 

different models on subsets of dataset then average the outputs of 

these separately trained networks. Averaging model is helpful to 

improve the performance of machine learning techniques; 

however, it is very expensive to train many different large 

networks. Moreover, large networks generally need large amounts 

of training data and there may not be enough data available to train 

different networks on different subsets of the data.  

Dropout is a powerful technique that helps to reduce the 

generalization problem to large neural network model [20].The 

concept of dropout jointly trains several models sharing subsets of 

parameters and input dimensions, which is similar to averaging 

model. Fig 3. shows the concept of dropout by comparing the 

dropout setting with the standard neural network. During training 

time, dropout randomly removes some hidden units with the 

probability of 0.5. The output of the removed units is set to zero, 

that is, they neither contribute to the forward pass nor participate 

in backpropagation process. For a neural net with n units, dropout 

can be seen to create n2  possible models by dropping some units 

in each epoch, and we are sampling from these models randomly. 

When the model is being used at test stage, the dropout strategy at 

training time is replaced by a simple approximate averaging 

method that use the network contains all of the hidden units, but 

with their outgoing weights halved due to the fact that only half of 

them are used during training time. The results of dropout method 

shows that it is able to reduce complex co-adaptation of neuron, 

and mitigate overfitting in reasonable training time [8]. This paper 

utilizes dropout in the fully-connected layer, as described in Fig 2. 

2.4. The robustness of CNN feature 

The two important factors for the success of CNN in the large-

scale face recognition task are the sparsity of the feature extracted 

from the face image and the selectivity between different identities. 

Fig 4. displays an example of test image and the visualization result 

of the CNN model. It can be seen clearly that only around one half 

of the neurons in the hidden layers are activated, and the other half 

of the neurons are having zero output. In other words, only 

particular neurons are active with respect to the test face image. 

Such sparsity attribute of deep features can significantly improve 

the discriminative power of facial recognition system. 

To demonstrate the selectivity of the CNN feature, two 

example of test images under the variant illumination condition are 

introduced, and the activation result of fully-connected layer 

corresponding to these test images are described in Fig 5. Two facts 

can be observed from Fig 5. First, both the face images excite a 

subset of neurons; however their activation pattern is totally 

different. Second, the same identity under different illumination 

conditions has very similar activation result. It shows that the 

neural activation is sparse and highly selective to the attribute of 

face images. 
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Fig. 3. Dropout method. (a) A standard neural network. (b) A neural network with dropout 

 

Fig. 4. Features in each layer of the proposed CNN 

3. Experiment Results 

3.1. Databases 

For experiment two benchmark databases namely; the 

Extended Yale B database [23] and the AR face database [24] are 

considered. The Extended Yale B database contains 2,414 frontal-

face images of 38 individuals. The cropped and normalized 

192×168 face images are captured under extremely various 

lighting conditions. We randomly select half of the images for 

training and the other half for testing with respect to each 

individual. The AR face database was created by Martinez and 

Benavente that consists of over 4,000 frontal images for 126 

individuals and includes more facial variations, such as various 

facial expressions, illumination conditions, and occlusions 

comparing to the Extended Yale B database. The facial images of 

most people are taken in two sessions. Each session includes 13 

color images and 120 individuals (65 men and 55 women) 

participated in both sessions. A subset of the dataset which consists 

of 50 male subjects and 50 female subjects is chosen for the 

experiments of the proposed method. For each session, only 7 

images with illumination and facial expressions change are 

considered. The seven images from session 1 for training and the 

other seven images from session 2 for testing. 

It should be noted that due to the long training time of CNN 

model, we don’t apply any pre-training process in our experiment. 

Only the training images in the benchmark database are used to 

train the proposed CNN model. The following sections evaluate the 

proposed system in terms of three measures: (1) different 

dimensions of extracted feature, (2) the comparison between the 

softmax classifier and the sparse representation classifier with deep 

features, (3) different feature extraction methods with the sparse 

representation classifier. 

3.2. Results of Extended Yale B database 

The architecture of CNN requires a fixed input size for its 

input images, all the training face image are resized to 48×42 to 

match the input size of the proposed CNN architecture. The 

training and testing process repeat five times with randomly 

selected samples, and the final recognition result is computed by 

averaging the recognition rate of each testing results. The strategy 

of training the proposed facial recognition system via randomly 

chosen samples ensures that the performance does not depend on 

any special selection of the training data. Furthermore, the 

proposed method also evaluates the classification performance of 

SRC with different dimensions of CNN feature, which is chosen to 

be 30, 56, 120, 160 and 504, as described in [20]. The evaluation 

results demonstrated in Table 1 shows that SRC with deep 

convolutional feature has better performance than the softmax 

classifier in any feature dimension. The combination of SRC and 

CNN achieve a maximum recognition rate of 99.17% for 504-

dimension feature spaces. 

Further, the proposed method evaluates the classification 

performance of SRC with various feature extraction algorithm. 

John Wright [20] has claimed that the choice of feature space is no 

longer a critical issue for recovering the sparse representation of 

target face image, and the classification performance of SRC 

mainly depends on the dimension of feature space. However, SRC 

attempts to recover a sparse representation of the test samples via 

finding a linear combination of the training samples, which means 
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that the computation time of SRC becomes very long by selecting 

a large feature dimension. In addition, SRC doesn’t perform well 

in the small feature dimension case due to the lack of information 

gathering from the target face image. Thus, to circumvent these 

problems, the choice of feature extraction method is still a concern. 

Fig 6 displays the recognition performance for the SRC in 

conjunction with several different feature extraction methods 

including Eigenfaces [4], Laplacianfaces [26], Fisherfaces [27], 

randomfaces [28], and down-sampled images. It can be observed 

that the Fisherfaces is not available for all feature dimensions as 

discussed in [20]. Obviously, CNN achieves great classification 

result than other feature extraction method in the case of low 

feature dimension. The proposed CNN architecture outperforms 

other methods by at least 1%, which can be seen in Table 2. 

Table 1 Recognition rate comparison of soft-max and SRC with deep features in Extended Yale B database 

 Dimensions 

Method 30 54 130 160 540 

Deep learning + softmax  96.68% 97.33% 97.78% 98.10% 98.85% 

Deep learning + SRC 97.00% 97.80% 98.33% 98.35% 99.17% 

Table 2 Performance of the proposed CNN architecture with 

other methods  on the Extended Yale B database 

Combinations Dimensions 
Recognition 

rate 

Eigen + SRC 504 96.77% 

Laplacian + SRC 504 96.52% 

Random + SRC 504 98.09% 

Down Sample + SRC 504 97.10% 

Fisher + SRC 30 86.91% 

Deep Learning + SRC 504 99.17% 

Deep Learning + 

softmax 

504 98.92% 

3.3. Results of AR database 

Similar to the case of the Extended Yale B database, the face 

images are cropped and resized to 50×45 in order to match the input 

size of the CNN architecture with randomly chosen the training and 

testing samples in the evaluation process. The feature space 

dimensions are selected to 30, 54, 130, 160 and 540, which are 

slightly different from the experiment of Extended Yale B 

database. The classification results of SRC in different feature 

dimensions are summarized in Table 3. The recognition rate of the 

proposed approach is over 90% with 130-dimention features. Fig 7 

shows the result of SRC with the feature extraction methods 

described in the previous section. It can be seen that CNN feature 

outperforms other methods. Although Fisherface has better 

recognition rate than the proposed method in lower dimension case, 

its maximum recognition rate is 92.17% which is lower than the 

proposed technique 95.85%, as demonstrated in Table 4. In the 540 

dimension, the maximum rate except deep features is 94.7 percent 

which is achieved by the random faces. CNN outperforms other 

methods by at least 1% that is same as the evaluation result of 

Extended Yale B database. 

3.4. Comparison of Different Architectures of CNN 

This section shows the experimental results on three different 

CNN architectures. These CNN architectures are consisted of 

various numbers of convolutional layers and feature maps, which 

are described in Fig 8. The proposed method evaluates these 

models on the Extended Yale B database, and the result is 

summarized in Table 5. Noticeably, the two-layer model displays 

strong performance. Although the CNN model described in Fig 

8(c) uses more convolutional and pooling layer than the other two 

models, it doesn’t have better recognition rate than the case of Fig 

8(b). 

 

 

 

 

 

Table 3. Recognition rate comparison of soft-max and SRC with deep features in AR database 

 

Method 

Dimensions 

30 54 130 160 540 

Deep learning + softmax 77.40% 85.84% 92.56% 93.42% 94.42% 

Deep learning + SRC 78.68% 85.98% 93.99% 94.56% 95.85% 

Table 4. Performance comparison of the proposed CNN with 

others methods on the AR database 

Combinations Dimensions Recognition rate 

Eigen + SRC 504 91.99% 

Laplacian + SRC 504 94.28% 

Random + SRC 504 94.70% 

Down Sample + 

SRC 

504 93.85% 

Fisher + SRC 54 92.27% 

Deep Learning + 504 95.85% 
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SRC 

Deep Learning + 

softmax 

504 94.42% 

 

4. Conclusions and Future Works 

This paper proposes a facial recognition model which is 

composed with a two-layer deep CNN for feature extraction and 

SRC for classification. SRC provides better classification result 

even if a simple feature extraction method is used. The proposed 

method shows that by choosing precise feature space can improve 

the performance of SRC. Also, the proposed system is highly 

resistant to variations of illumination and expression of the facial 

images. 

Although CNN has shown superior performance in the image 

classification area, the huge amount of trainable parameters make 

it difficult to train when small dataset is used. Furthermore, SRC 

try to construct a training dictionary to sparsely represent the test 

image; that is, the performance of SRC is also influenced by the 

size of dataset. For future work, the performance of the proposed 

system would be evaluated on large scale dataset. 

 
 

Fig. 5. Sparsity and selectivity of deep neural activations 

 

 

 

Fig. 6. Recognition rate comparison by using various feature extraction methods with SRC in the Extended Yale B 

database 

 

Fig. 7. Recognition rate comparison by using different feature extraction methods with SRC in the AR database  



7 

 

 7 

 

(a) 

 

(a) 

 

(a) 

Fig. 8. Different CNN architectures for comparison. a) 6-16-160 (b) 15-45-160 (c) 20-40-60-80-160 
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