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Abstract. Sequential data can be found in many settings, e.g., as
sequences of visited websites or as location sequences of travellers. To
improve the understanding of the underlying mechanisms that generate
such sequences, the HypTrails approach provides for a novel data analysis
method. Based on first-order Markov chain models and Bayesian hypoth-
esis testing, it allows for comparing a set of hypotheses, i.e., beliefs about
transitions between states, with respect to their plausibility considering
observed data. HypTrails has been successfully employed to study phe-
nomena in the online and the offline world. In this talk, we want to give
an introduction to HypTrails and showcase selected real-world applica-
tions on urban mobility and reading behavior on Wikipedia.

1 Introduction

Today, large collections of data are available in the form of sequences of transi-
tions between discrete states. For example, people move between different loca-
tions in a city, users navigate between web pages on the world wide web, or
users listen to sequences of songs of a music streaming platform. Analyzing
such datasets can leverage the understanding of behavior in these application
domains. In typical machine learning and data mining approaches, parameters of
a model (e.g., Markov chains) are learned automatically in order to capture the
data generation process and make predictions. However, it is then often difficult
to interpret the learned parameters or to relate them to basic intuitions and
existing theories about the data, specifically if many parameters are involved.

This work summarizes a previous publication presenting the HypTrails approach [5]
and three selected papers [1–3] that utilize it.
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In a recently introduced line of research, we therefore aim to establish an alter-
native approach: we develop a method that allows to capture the belief in the
generation of sequential data as Bayesian priors over parameters and then com-
pare such hypotheses with respect to their plausibility given observed data. In
this work, we want to showcase our general approach [5], which we call HypTrails,
and present some practical applications in various domains [1–3], i.e., sequences
of visited locations derived from photos uploaded to Flickr, taxi directions in
Manhattan, and navigation of readers in Wikipedia.

2 Bayesian Hypotheses Comparison in Sequential Data

For comparing hypotheses about the transition behavior in sequence data, we fol-
low a Bayesian approach. As an underlying model, we utilize first-order Markov
chain models. Such models assume a memory-less transition process between dis-
crete states. That means that the probability of the next visited state depends
only on the current one. The parameters of this model, i.e., the transition prob-
abilities pij between the states, can be written as a single matrix.

In HypTrails, we want to compare a set of hypotheses H1, . . . , Hn with respect
to how well they can explain the generation of the observed data. Each of the
hypotheses captures a belief in the transition between the states as derived from
theory in the application domain, from other related datasets, or from human
intuition. To specify a hypothesis, the user can express a belief matrix, in which
a high value in a cell (i, j) reflects a belief that transitions between the states i
and j are more common. With HypTrails, these belief matrices are then auto-
matically transformed into Bayesian Dirichlet priors over the model parameters
(i.e., the transition probabilities in the Markov chain). This transformation can
be performed for different concentration parameters κ. A higher value of κ gen-
erates a prior that corresponds to a stronger belief in the hypothesis. For each
hypothesis Hi, and each concentration parameter κ, we can then compute the
marginal likelihood P (D|Hi) of the data given the hypothesis. Given our model,
the marginal likelihood can efficiently be computed in closed form. The higher
the marginal likelihood of a hypothesis is, the more plausible it appears to be
with respect to the observed data. For quantifying the support of one hypothe-
sis over another, we utilize Bayes Factors, a Bayesian alternative to frequentists
p-values, which can directly be interpreted with lookup tables [4]. For a set of
hypotheses, the marginal likelihoods induce an ordering of the hypotheses with
respect to their plausibility given the data. However, the plausibility of hypothe-
ses is always only checked relatively against each other. Therefore, often a simple
hypothesis is used as a baseline, e.g., the uniform hypothesis that assumes all
transitions to be equally likely.

To compare hypotheses, all priors should be derived using the same belief
strength κ. To make comparisons across different belief strength, HypTrails
results are typically visualized as line plots, in which each line corresponds to one
hypothesis. The x-axis specifies different values of the concentration parameter
κ, and the y-axis describes the marginal likelihood of a hypothesis, cf. Fig. 1.
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Fig. 1. Example result of HypTrails (Flickr study, Berlin). Each line represents
one hypothesis. The x-axis defines different concentration parameters (strengths of
belief), the y-axis indicates (logs of) marginal likelihoods for each hypothesis. It can
be seen that the baseline “uniform” hypotheses is by far the least plausible of these
hypothesis, while a mixture of proximity and center hypotheses (“prox-center”) and a
mixture of proximity and point-of-interest hypotheses (“prox-poi”) perform best.

3 Applications

Next, we outline three real-world applications of this technique.

3.1 Urban Mobility in Flickr

In a first study, we focused on geo-temporal trails derived from Flickr. In partic-
ular, we crawled all photos on Flickr with geo-spatial information (i.e., latitude
and longitude) from 2010 to 2014 for four major cities (Berlin, London, Los
Angeles, and New York). We used a map grid to construct a discrete state space
of locations. Then, we created a sequence of locations for each user that uploaded
pictures of that city based on the picture locations. On the sequences, we eval-
uated a variety of hypotheses such as a proximity hypothesis (next location is
near the current one), a point-of-interest hypothesis (next location will be at a
tourist attraction or transportation hub), a center hypothesis (next location will
be close to the city center), and combinations of them. As a result, rankings are
mostly consistent across cities. Combinations of proximity and point-of-interest
hypotheses are overall most plausible. Figure 1 shows example results for Berlin.

3.2 Taxi Usage in Manhattan

In a second study, we investigated again trails of urban mobility. In particular, we
studied a dataset of taxi trails in Manhattan1. In this study, we used tracts (small
administrative) units as a state space of locations. Using additional information
on these tracts extracted from census data and data from the FourSquare API,

1 http://www.andresmh.com/nyctaxitrips/.

http://www.andresmh.com/nyctaxitrips/
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we investigated more than 60 hypotheses such as “taxis drive to tracts with
similar ethnic distribution” or “taxis will drive to popular locations w.r.t. check-
ins”. We also performed spatio-temporal clustering of the sequence data and
applied HypTrails on the individual clusters to find behavioral traits that are
typical for certain times and places. For instance, we discovered a group of taxi
rides to locations with a high density of party venues on weekend nights.

3.3 Link Usage in Wikipedia

In another work, we studied transitions between articles in the online encyclope-
dia Wikipedia. In particular, we were interested in which links on a Wikipedia
page get frequently used. For that purpose, we applied HypTrails on a recently
published dataset of all transitions between Wikipedia pages for one month2

using the set of all articles as state space. For constructing hypotheses, we con-
sidered hypotheses based on visual features of the links (e.g., “links in the lead
paragraph get clicked more often” or “links in the main text get clicked more
often”), hypothesis based on text similarity between articles, and hypotheses
based on the structure of the link network of Wikipedia articles. As a result,
hypotheses that assume people to prefer links at the top and left-hand side, and
hypotheses that express a belief in more frequent usage of links towards the
periphery of the article network are most plausible.

4 Conclusion

In this work, we gave a short introduction into the HypTrails approach that
allows to compare the plausibility of hypotheses about the generation of a sequen-
tial datasets. Additionally, we described three real-world applications of this
technique for studying urban mobility and reading behavior in Wikipedia.
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